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A Thesis Submitted in Partial Fulfillment

of the Requirements for the Degree of

Master of Science

in

Optics

c©Centro de Investigaciones en Óptica A.C.
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Abstract

Recent developments on Spatial Light Modulator systems based on reflective

liquid crystal microdisplays have allowed the technologies of Liquid Crystal

over Semiconductors (LCoS).The highest potential of the Spatial Light Mod-

ulators is that they have dynamic addressable diffractive elements that can be

used for projection purposes in multimedia projectors, High-definition televi-

sion, and for experimental purposes on laboratory. However, the projecting

capabilities should be tailored for specific applications, and its performance

should be assessed depending on the particular application.

In industry today, the use of tactile point measuring principles are changing

in favor of optical non-contact field measuring techniques, this open a new

field in the research area of optical metrology which purpose is the application

of techniques such as speckle interferometry, Moiré and fringe projection as

a way to solve real industrial problems. 3D shape measurement has been

performed in the last decades using fringe projection schemes. A recently

developed method that uses projected fringe patterns is the temporal phase

unwrapping (TPU) in which fringes of varying pitch and phase are projected

and acquired sequentially in time. The advantage of this method with respect

to the traditional spatial phase unwrapping, is the evaluation of the phase

in each detector element independently from the other detector counterparts.

Hence, phase errors become isolated in the image, and do not influence the

result of their neighbors. However, shadows and low intensity reflected from

the specimen under investigation could cause errors into the final unwrapped
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phase. Noise immunity in the TPU has been studied and solved by using

branch cut surfaces[1].

The combination of phase extraction methods with quality maps for phase

unwrapping has been proposed previously. Bone[2] first incorporates the con-

cept of phase quality into spatial phase unwrapping by means of a quality mask.

This was followed by different approaches in terms of further algorithms based

on quality maps[3, 4, 5]. To avoid the spatial unwrapping errors, we use the

TPU and extrapolated the quality map application to avoid shadows and low

modulation pixels. A threshold value in the histogram of the quality map

allows to select areas of high visibility in which the temporal phase unwrap-

ping algorithm can be successfully applied. The combined techniques allow

noise cancellation and the study of illumination areas obtained with the fringe

projection schemes.

In both configurations, we propose to isolate the non-modulating pixels

using a quality map and a threshold value, that is selected from the histogram

of the quality map. The novelty of this work comes from the implementation of

the TPU using an LCoS device. In this work we consider the LCoS adequacy

as a projection system in two configurations, the first one to generate phase

holograms and the second as a conventional projecting system.
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Chapter 1

Spatial Light Modulator LCoS

LCoS or LCOS is the abbreviation for Liquid Crystal on Silicon, and can

be interpreted as a hybrid between LCD (liquid crystal display) and DLP

(digital light processing). The DLP was invented by Dr. Larry Hornbeck

of Texas Instruments in 1987[6] and uses tiny mirrors, one for each pixel, to

reflect light coming from a lamp which is modulated by tilting the mirrors

either into or away from the lens path to form an image onto a screen; it is

therefore a reflective technology. LCD uses liquid crystals, one for each pixel

on glass panels, light passes through these LCD panels on the way to the lens

and is modulated by the liquid crystals as it passes; thus it is a transmissive

technology.

LCoS combines these two ideas[7] in a reflective technology that uses liquid

crystals instead of individual mirrors, a cross section diagram of an LCoS panel

is shown in Fig. 1.1. In LCoS, liquid crystals are applied to a reflective mirror

substrate. As the liquid crystals open and close, the light is either reflected

from the mirror below or blocked, this modulates the light and creates the

image. LCoS has found its principal commercial applications in projectors and

RPTV (rear projection television), nowadays we can find products in the state

of the art as JVC DLA-H10KS LCoS projector with a 2,500:1 contrast ratio

and a resolution of 2048 x 1536 pixels, Cinetrons HD-900 projector with 6000:1

contrast ratio and 1920 x 1080 pixels of resolution and Olevia RPTV 65-inch

1



Chapter 1 Spatial Light Modulator LCoS 2

Figure 1.1: LCoS D-ILA cross section diagram, courtesy of JVC Professional
Products.

with 2000:1 contrast ratio. A new technology from SONY called SXRD (silicon

X-tal reflective display)[8] uses an architecture in which the silicon backplane

contains the driving circuitry that controls the liquid crystal matrix, normally

this would be routed between the pixels, creating a grid pattern which is visible

as the screen door effect in the image itself. Without this grid of control

circuitry, the tiny 8.5µ m pixels can be very close together just 0.35µ m apart.

The result is a picture with a contrast ratio 10,000:1.

LCoS projectors have several key advantages over the more popular tech-

nologies. First and most important, due partly to inherent high resolution, and

partly to high fill factors (minimal space between pixels) on the chips, visible

pixelation on an LCOS machine is nonexistent. Second, with LCoS the pixel

edges tend to be smoother compared to the sharp edges of the micro-mirrors

in DLP. This gives them an analog like response, whereas micro-mirrors add

high frequencies that accentuate their digital nature. This gives the LCoS

image a smoother, more natural look and feel. Third, the absence of a color

wheel means there is no chance to observe rainbow artifacts, eye-strain, or
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Specifications for 1920x1080 LCoS

Brillian[9] JVC Consumer[10] SONY[8] Holo Eye

LCoS Gen II LCoS D- ILA SXRD Reflective LCoS
Technology microdisplay

Contrast >6000 >5000 >5000 <1000
Ratio

Panel Size 0.7 inch 0.7 inch 0.61 inch NA

Pixel Pith 8.1µ m 8.1µ m 7µ m 19µ m

Inter pixel 0.4µ m 0.45µ m 0.35µ m NA
gap

Fill Factor 90% 89% 90% 93%

Device Analog Pulse with Analog Analog
Control Voltage Modulation Voltage Voltage

Signal Level 12 bits 10.5 bits NA 8 bits

Rise Time 4ms 2ms 2.5ms NA

Fall Time 4ms 5ms 2,5ms NA

Response 8ms 7ms 5ms NA
Time

Table 1.1: Lists of specifications supplied by each manufacturer for their higher
technology 1080 LCoS.

headaches that some people can be susceptible to when viewing single-chip

DLP projectors.

The primary weakness of LCoS technology was contrast. Currently most

LCoS products are rated in the range of 500:1 to 800:1. So they do not have

the contrast performance that most DLP products are able to achieve, the

use of the new high contrast screen materials helps offset this weakness to

some degree. Many LCoS projectors also have limited lamp life in the 1000 to

1500 hour range and on certain models lamp replacements can be much more

expensive than they typically are with LCD or DLP projectors.

The LCoS is a relative new technology that provides highest resolution and

each manufacturer has their own proprietary implementation and all give their

version a special marketing name, some of them are listed in Table (1.1).

The Panel Contrast Ratio is probably the most critical value in the table
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because its determine how a signal can be sampled. The Pixel Pitch is the

center to center spacing for pixels in the panel, and the Inter Pixel Gap is the

inactive space between them. The Fill Factor, sometimes called the Aperture

Ratio, is the percentage of the pixel area that is active, which is close to

100 percent, so the gaps between the pixels on the screen are generally not

noticeable.

The Response Time is an industry standard that specifies the total time

that it takes a pixel to make a transition from black to white, the Rise Time

or Ton, plus the time to make a transition from white to black, the Fall Time

or Toff. Response Time is one measure of how quickly the image can be

changed and provides some indication of the likelihood of visible motion smear

in moving images.

In summary the LCoS is an electronic device used as a display element in

video projector, during the last decade it have been widely improved. This

allow the use of the LCoS in the research field as a spatial light modulator

(SLMs), programmable optical devices[11, 12, 13], adaptive optic[14, 15], dig-

ital holographic and difractive optics elements[16] (DOE).

1.1 Inside of a Spatial Light Modulator

The spatial light modulator is formed of liquid crystal material sandwiched

between two conductive films, one of this film is a transmissive window and

the other is pixelated and electrically addressable[17, 18]. The most common

liquid crystal used in this optical devices is twisted-nematic liquid crystal with

an helical structure, in this kind of material, the molecules tend to be parallel

aligned but their positions are fully random, this means, there is an orientation

order but no a positional order.

The second conductive film that is addressable will help to generate an

electric field that is individually generated through the liquid crystal material
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(each pixel), this allow to change the effective refractive index of the liquid

crystal. In this manner selective phase change may be imparted to a wave-

front transmitted through the liquid crystal material according to the induced

phase retardation caused by the array of pixels[19]. To produce an image, a

polarized light source is focused over the LCoS, the brightness of each pixel

is controlled by varying the electric field at its location; this rotates the local

light polarization, and with the help of a polarizing filter the portion that has

been rotating is blocked.

As is mentioned before, each manufacturer has their own proprietary imple-

mentation but in fact the basic idea is the same, Fig. 1.1 illustrate the elements

and structures used in an embodiment of a reflective spatial light modulator.

A transparent electrode as indium-tin-oxide (ITO) is deposited onto a glass

substrate. Alignment layers formed from materials such a polymide (organic

alignment layer) are applied by spin coating, a procedure used to apply uni-

form thin films onto flat substrates to achieve high contrast and high-speed

response[20]. The purpose of alignment layers are to create a weak anchoring

force that is used to align the liquid crystal molecules that are sandwiched

between them. The helical structure is shown in Fig. 1.2, molecules (B1, B2)

rotate around the cone and form a helix between smectic layers. The separa-

tion between alignments is designed to be thin and the surface anchor force is

strong, the combined forces suppresses the helix and results in two eigen po-

sitions for the liquid crystal molecules, this make possible that the molecules

switch between far ends of the cone when an electric field is applied and as a re-

sult of this the light is modulated, there are different methods for building and

applying electrical fields[21, 22] with the purpose of increase the modulation

capacity of the LCoS.
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Figure 1.2: a) molecular helical structure, b) molecules rotate -V, c) molecules
rotate +V, where ± V is the applied voltage to produce a rotation in the
molecules.

Figure 1.3: New manufacture process for increasing the contrast ratio used in
JVC D-ILA, courtesy of JVC.

The LCoS suffer from surface irregularities that are unavoidable using nor-

mal semiconductor manufacturing processes, discontinuities between individ-

ual pixel cells or where the pixel cells are connected with the underlying semi-

conductor structure disturb the orientation of the liquid crystals, resulting in a

deviation of the light from the desirable course Fig. 1.3. New developments in

the manufacture process have been adopted to ensure extreme planarization;

this reduces to an absolute minimum such stray light, this new technologies

have realized the extremely high device contrast ratio of 20,000:1, and at the

same time halved response time from 8ms to 4ms[23].

Finally, as part of the optical system used for the projection, a polarizer is
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used for increasing the contrast; the input light that cover the liquid crystal

display is essentially unrotated, there is no change in its polarization, when

the voltage source provides a voltage, the reflected light emerging from the

liquid crystal is rotated, when this light passes trough the polarized[24, 25] a

quantity is blocked reducing to an absolute minimum the amount of stray light

reaching the imaging lens during dark scenes.



Chapter 2

Optical Techniques for Shape

Measurement

2.1 Optical Shape Metrology

Conventional methods of measuring physical parameters include the require-

ment for contact with the object under test and the localized measurement

area. In general, large numbers of separated measurement areas are required

to build up an overall picture of the physical parameters, however, when the

required number of sensors exceeds 102 − 103 the cost typically becomes pro-

hibitive. Optical techniques are increasingly becoming useful tools for precision

measurement in research and for industrial applications. The field of optical

metrology encompasses a large number of techniques allowing direct or indi-

rect measurement of diverse physical quantities. A particular focus is given

here on ”whole-field” techniques, which provide direct measurement on a large

number of points in a limited number of steps. Examples of application include

measurement of shape, deformation, strain, refractive index, etc.

The optical techniques are suitable tools for the measurement of shape and

deformation in different kind of objects (smooth or rough), each of the tech-

niques has different sensitives ranging from the decimeter to the nanometer.

For example coherent optical methods are well suited for applications requiring

8
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high precision for surface profile measurement, incoherent optical methods can

also provide very practical solutions, and are particularly suitable for profiling

applications where large surface height variations and discontinuities are en-

countered. In the domain of shape evaluation, classical interferometry is used

for high precision such as flatness testing while structured light as moiré and

fringe projection techniques are less sensitive and thus better for 3D description

of deep surface and their position in space.

Most surface profiling systems trade off measurement accuracy for dynamic

range, however, there is a recognized requirement in industry for optical tech-

niques than provide both high dynamic range and high precision. Applications

for these systems include automated manufacturing, vehicle guidance, line in-

spection, quality control, robotic vision and solid modeling and recognition

issues[26].

Other important point in the industry is the whole view of the object

(360o)under test, the global coordinate system is set up and local coordinates

systems are registered during measurement. A structured light imaging sys-

tem is placed at an appropriate position to measure 3D shape from recording

different views, and the absolute phase value at each object point is calculated.

These phase value and the geometric model of the measurement system deter-

mine the local 3D coordinates of the object points. Precise transformation of

these object points is required to accurately characterize the complete surface.

All the techniques presented in this chapter require, at least, a light source

that illuminates the object under study and a detector capable of recording

the light that is reflected, diffused or diffracted by the object. The advantages

of this techniques are:

• They are non destructive.

• They have in general high resolution.

• They allow a whole field inspection.
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The purpose of this section is to provide the reader with an insight into

the existing optical techniques for 3D shape measurement:

• Computer vision.

• Photogrammetry.

• Contouring speckle interferometry.

• Low coherent interferometry.

• Fourier transform speckle profilometry.

• Spectral interference microscope.

• Coaxial coimage plane projection and observation profilometry.

• Laser scanning.

• Binary coding of projected structured light.

• Spatial frequency scanning of projected structured light.

• Multiplexed spatial frequency of projected structured light.

• Other Techniques.

The goal is to introduce the basic concepts of similar techniques related

to this work. A particular emphasis will be placed on the temporal phase

unwrapping technique, which is the base for the development of the this work.

2.2 Computer Vision

Computer vision techniques are based in the analysis of a scene or image, the

main problem is to obtain depth information directly from two dimensional
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intensity images, in general the recovery process requires the knowledge of the

objects in the scene and the projection geometry.

We can make use of the shape, density and size of the primitives textures in

the object to obtain information about surface orientation and surface profile,

this technique is commonly named ”shape-from-texture[27]”; this technique

has several problems such as projective distortion, unpredictable natural tex-

tures that does not allow to model their precise geometry, and assumptions of

the texture regularity that are not formally adequate. More over, the detectors

must be able to resolve the surface texture, in practice the technique is only

suitable for simple surfaces.

Other important technique in computer science is the ”stereo vision”, in

which two cameras are displaced from each other by a known distance. A

feature in the scene is captured by each camera in its own view, as the image

plane in the cameras are coplanar, depth information can be recovered by

identifying the disparities of corresponding image points. There are a lot of

works in which this technique is applied [28, 29].

A basic technique known as ”shape from shading”[30, 31], uses a single

light source, when a diffuse surface is illuminated by a point source, the lines

of constant intensity can be expressed by a second order polynomials, the in-

tensity variations in the image due to changes in surface slope can be used

to determinate to find out the surface position and orientation; ”Photometric

stereo”[32, 33] extends the technique by using several light sources, a minimum

of three independent point sources is therefore required to obtain a set of equa-

tions and obtain intersections of this curves to define the surface orientation.

2.3 Photogrammetry

Photogrammetry relies on the overlapping of photographs for the extraction

and the analysis of three dimensional information[34, 35]. Photogrammetry
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Figure 2.1: Triangulation principle in photogrammetry.

typically is applied to the stereo vision method and developed almost to ex-

clusively for mapping large geometrical areas in the domain of civil engineer

and remote sensing. The relative geometrical orientation of the overlapping

photographs permit the reconstruction of a hypothetical three dimensional

stereo-model which is then used to measure the size, shape and location of the

objects. In general, three dimensional reconstruction is based on the ”bundle

adjustment principle”[36], the precise location of the point can be determined

using triangulation geometry by the intersection of converging lines in space

Fig. 2.1, the optimal solution is found using a least square minimization ap-

proach. To determinate the scale, a single distance in the object must be know,

in general markers must be attached to the test surface as homologous points

to aid in solving the correspondence problem unambiguously.

2.4 Contouring Speckle Interferometry

2.4.1 In-Plane Configuration

The optical setup shown in Fig. 2.2 gives the fringes which are sensitive to

in-plane displacement. The object is illuminated by two plane wave fronts
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Figure 2.2: Schematic Diagram: The in plane displacement arrangement of
speckle pattern correlation interferometer for contouring by object tilting.

inclined at equal opposite angle θ. The two speckle wavefront from each beam

arrive to the camera at the image plane, thus for each point in the object there

are two rays that interfere in the image plane, the total sum of points over the

entire object results in a speckle pattern[37].

The relative phase of the two incident wavefronts is constant over planes

parallel to x1, displacements in this plane will not introduce a relative phase

change. Kaifu Wang was reported that only the first order derivative com-

ponent has an influence on curvature fringe formation and the second order

derivative components have no influence on curvature fringe formation. The

phase change of the two beams can be expressed as:

∆φ =
4π

λ
sin(θ)u , (2.1)

where λ is the wavelength of the light and u is the displacement component

in the x2 direction. The formation of fringe pattern is based on a correlation

principle. The incremental displacement between two adjacent fringes is λ
2 sin(θ)

,

thus the method can measure very small displacements and the sensitivity can

be reduced by varying the angle θ, the limit in the maximum measurable

displacement will be imposed by the speckle size.
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Figure 2.3: Schematic Diagram: Contouring Speckle Interferometry in plane
illumination tilted an angle dα.

The sensitivity depends on the angle of illumination, and the angle of tilt

α. For large illumination angles, the equation for the fringes of constant depth

reduces to a simple form as[38, 39]:

∆h =
λ

2α sin(θ)
, (2.2)

Speckle interferometry is most often encountered in applications such as

surface displacement analysis, several methods, based on this technique have

been developed for measuring surface profile, this could be possible by the

variation of parameters such as: illumination direction, temporal coherence

and optical wavelength.

The purpose of changing the illumination directions is to perform shape

measurement on rough objects, using an interferometer similar to the used

in-plane measurement. However, as there is no loading of the object, the

fringes are produced by rotation dα of the two illumination beams in the same

direction.

Let’s call △ϕo the total geometrical phase difference between the two sym-

metrical beams that illuminate the point O Fig. 2.3. The corresponding phase

difference for a different point M(x, z) is:
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△ϕM = △ϕo +
2π

λ
(K1 − K2) ¯OM , (2.3)

to simplify, we assume that the beams rotate by an angle dα around the

point O. If the rotation axis is somewhere else, which is usually the case in a

real set-up, an additional phase constant is introduced at every point of the

interferogram. As dα does not change after rotation, for the point M, the new

phase difference is given by Equation (2.3) with the new vector K1 and K2. If

dα is small, we obtain the total phase change between the two expositions for

the point M as:

△ϕ =
2π

λ
2z sin α sin dα , (2.4)

the sensitivity to the z coordinate is:

s =
λ

2dα sin α
, (2.5)

the highest sensitivities are in the range of a few tens of λ. It is possible

to obtain higher resolutions by accumulating successive dλ increments which

also cancels decorrelation effects. The speckle contouring technique competes

with fringe projection, as both methods provide the same kind of sensitivities.

Its main advantage is that it can be easily integrated with an in plane speckle

interferometer. Rodriguez Vera[40, 41] provide a useful state of the art review

of electronic speckle contouring (ESC) method.

2.4.2 Out-Plane Configuration

When the light source is displaced by an angle ∆α carrier fringes are generated

over the flat plane along the X axis in an out-of-plane speckle interferometer,

Fig. 2.4. The pitch of the linear carrier fringes have a frequency given by[42,

43]:
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Figure 2.4: Schematic Diagram: Contouring Speckle Interferometry out plane
illumination.

fx =
cos(α) sin(∆α)

λ
, (2.6)

If a 3D shape is used instead of a plane, it modulates the carrier fringes

and the phase extraction methods available for carrier fringes can be applied

to extract the depth information represented by:

z(x, y) =
λφ(x, y)

2π sin(α) sin(∆α)
, (2.7)

The carrier fringes can be also generated by displacement of the reference

beam, the number of fringes and the sensitivity in both cases can be controlled

by altering the angle ∆α and the illumination angle α.

2.5 Low Coherence Interferometry

Temporal coherence interferometry describes the correlation between a wave

with itself as a function of the distance along the direction of propagation, the

degree of coherence can be determinate from the fringe contrast, for waves of

equal intensity, the degree of coherence is equal to:
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Figure 2.5: Optical arrangement for low coherence interferometry.

V =
Imax − Imin

Imax + Imin

, (2.8)

where Imax and Imin are the maximum and minimum intensity, respectively.

By using the system described in Fig. 2.5 it is possible to evaluate the profile

of some surfaces with resolution of around 0.1 microns, depending on the light

source adopted (short coherence length) typically a laser diode, a LED, or

incandescent lamp.

The arrangement Fig. 2.5 is based on a Michelson interferometer with one

of the mirrors replaced by the test surface. At the beginning of the procedure,

the reference mirror is positioned closer to the beam-splitter than the object

surface. By moving the mirror step by step away from the beam-splitter, the

reference plane scans the object surface: every speckle on the surface modulates

only when the difference of optical paths between the reference and the object

surfaces is within the coherence length of the used light.

The short coherence length restricts interference to those speckles that cor-

respond to the surface elements close to the plane of the object under test
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being analysis, where the optical path lengths of the interferometer arms bal-

ance. The CCD pixels are labeled by integer pairs (i, j) and the corresponding

intensity values at the N-th translation step are denoted by IN(i, j). The ab-

solute values of the difference IN(i, j) − IN−1(i, j) is calculated for each pixel

and compared with a reference value Is. More precisely, for those pixels such

that:

| IN(i, j) − IN−1(i, j) |> Is , (2.9)

at the end of the translation process of the reference mirror, to every pixel

correspond a value related to the last step for which condition Equation (2.9)

was fulfilled. From this profile map the 3D surface of the object could be

simulated. To obtain a good profile map the speckle contrast variations at each

step must be greater than the camera noise: a proper choice of the threshold

value Is can eliminated the camera noise as well as small intensity fluctuations

of the illuminating beam.

2.6 Fourier Transform Speckle Profilometry

Fourier transform speckle profilometry[44] (FTSP) is based on the combination

of wavelength-shift speckle interferometry and the Fourier transform technique

(FFT) for temporal fringe pattern analysis. The optical arrangement Fig. 2.6

is similar to the used in Sect. 2.5 but with a coherence frequency tunable laser

diode as the light source.

The basic technique scans the laser diode injection current, the wave num-

ber is giving by k(t) = α ∗ t + κ(t) varies quasi-linearly with time, where α is

a constant and κ(t) represent the initial wave number κ(0). This wavelength

scanning causes the the speckle intensity vary sinusoidally as:

g(x, y, t) = a(x, y, t) + b(x, y, t) cos(2k(t)l(x, y)) , (2.10)
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Figure 2.6: Optical arrangement for Fourier transform speckle profilometry.

where l(x, y) is the optical path difference, a(x, y, t) and b(x, y, t) are re-

spectively the background intensity and the fringe amplitude that change with

the injection current. The amplitude and phase modulation are given by:

g(x, y, t) = a(x, y, t) + b(x, y, t) cos(2πf0(x, y)t + φ(x, y, t)) , (2.11)

where

f0(x, y) = αl(x,y)
π

(2.12)

and

φ(x, y, t) = 2κ(t)l(x, y) , (2.13)

the FFT provides a method for extracting the height information encoded

in the temporal carrier frequency. If we let c(x, y, t) = 1
2
b(x, y, t)eiφ(x,y,t) the

Fourier transform of g(x, y, t) with respect to t id given by[45]

G(x, y, f) = A(x, y, f) + C[x, y, f − fo(x, y)] + C∗[x, y,−f + fo(x, y)] , (2.14)
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where ∗ denotes the complex conjugate. As the separation of these spectra

is proportional to l(x, y) it is necessary to arrange the interferometer with a

large optical path difference between arms to enable the spectra to be sepa-

rated. Finally one of the side bands is selected by filtering and the inverse

Fourier transform computed to obtain c(x, y, t)[46]. Finally, one dimensional

phase unwrapping along the time is required to recover φ(x, y, t) and thus

obtain the height information.

2.7 Spectral interference microscope

The spectral interference microscope[47] is based in a frequency tunable liquid

crystal Fabry-Perot etalon device that acts as a very narrow band-pass filter.

This device has been developed primarily for wavelength multiplexing commu-

nication applications and consist of a crystal with partially mirrored surface

on each end and transparent electrodes. When a voltage in the range of 3-5

volts is applied, the orientation of the molecules within the crystal change and

allows to control the refractive index, as a result of this, this device can be used

to conveniently control the pass-band of the Fabry-Perot filter. Liquid crystal

Fabry-Perot interferometers can be used together with inexpensive broadband

light sources to select the wavelength of interest.

A schematic diagram of the spectral interference microscope is shown in

Fig. 2.7, the LC-FPI (liquid crystal fabry perot) works as tunable transmis-

sion element, a white light with a spectrum sigmam(ν) is used as source, the

LC-FPI transmit only a single line spectrum of the broadband source. The

Michelson interferometer generates a signal:

g(x, y, ν) = S(σ(ν))(a(x, y) + b(x, y) cos(2πl(x, y)σ(ν))) , (2.15)

where S[σ(ν)] is the spectral intensity of the source light at the wavelength
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Figure 2.7: Spectral interference microscope.

σm(ν), l(x, y) is the optical path difference between the object and the reference

beam, which gives the information about the object height distribution. If

the voltage applied to the LC-FPI vary in such way that the resonance wave

number increases linearly with time σ(t) = σm[ν(t)] = σ0 + αt, then the fringe

pattern will vary sinusoidally with frequency proportional to the optical path

difference:

g(x, y, t) = S(σ(t))(a(x, y) + b(x, y) cos(2παl(x, y)t + 2πσ0l(x, y))) , (2.16)

Thus the object height h(x, y) can be determined from the optical path

difference l(x, y) when the temporal frequency αl(x, y) is measured from the

fringe intensity variation at each pixel.

2.8 Coaxial Coimage Plane Projection and

Observation Profilometry

Interferometry contouring methods enables the measurement of surface pro-

files without the problems of shading, but the optical setup are susceptible to

vibrations, noise and air currents, which makes them unsuitable for industrial
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Figure 2.8: Optical arrangement for co-axial co-image plane projection and
observation profilometry.

environments. Takeda[48] proposed an arrangement shown Fig. 2.8, this con-

sist of a projection system that projects a grating pattern onto the conjugate

image plane R, and a observation system that images plane R via a beam

splitter onto the detector. Plane R is therefore a coimage plane for both the

projection and observation systems that are arranged coaxially to eliminate

shading problems. The contrast of the detected fringe pattern varies, because

the object is moved using a translation stage, making that the peak of contrast

occur where the scattering surface crosses the plane R. The surface height is

therefore determined by detecting the translation required for maximum con-

trast at each pixel.

The use of projected grating patterns enables profiling of non-textured sur-

faces and the reduced depth of focus of the combined imaging system provides

an improvement in the measured height resolution.

2.9 Laser Scanning

The most common techniques for 3D shape reconstruction in this area the

scanning laser beam and scanning laser line technique. A sequence of equally

space spots are projected over the object, the distance between spots will

change according to the surface shape. These displacements of the light



Chapter 2 Optical Techniques for Shape Measurement 23

spots are obtained by calculating the maximum intensity and using the tri-

angulation method, the information from this procedure allows the 3D shape

reconstruction[49].

The scanner laser line technique uses a narrow line of light projected onto

the object surface. In this procedure, the laser line will suffer deformations

according to the surface topography, again by making use of the triangulation

technique, the displacements of the laser line are calculated by the highest

intensity position using peak detection method[50].

Muñoz A.[51] has proposed a method using laser light projection in which

the displacement of the laser line is obtained by its skeleton which is determi-

nate by calculating the maximum intensity over the x direction for a line that

is vertically projected. This technique avoid the problems on fringe projection

patterns such as the phase stepping procedure in order to calculate the phase.

2.10 Binary Coding of Projected Structured

Light

Structured light projection is based on triangulation methods and use a pro-

jection system to illuminate the scene with a known light pattern coming from

a known angle relative to the viewing angle Fig. 2.9. In locating a point

P (x, y, z) over the test surface, the camera pixel co-ordinates (x, y) determine

two of three degrees of freedom and the projector is used to label the third.

The surface height is obtained by labeling planes in space and this is achieved

by projecting structured light patterns onto the test surface. The sections are

labeled by the intensity of the illumination, the number of sections that can

be labeled by a given projection in a single image is limited by the number

of different intensities of light that can be generated. The dynamic range can

be extended by a projection of temporal sequence of intensities for each light
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Figure 2.9: Optical arrangement for binary coding of projected structured
light. Diagram shows one of a sequence of structured light patterns used in a
3-bit Gray code scheme to label the projection planes.

section, this sequences can be regarded as a code to identify a given section.

In addition of the intensity values, the geometrical parameters are normally

used in a calibration procedure to obtain the final 3D shape.

The choice of coding scheme influences the speed and resolution of the mea-

surement, and optimum coding scheme should be self normalizing to simplify

demodulation, identify each light section uniquely and only change one of the

code digits between adjacent code-words to avoid decoding errors. The image

analysis process can be regarded as a simple fringe codding method, in gen-

eral this technique are only practical for incoherent fringe projection system

and requires high stability of the optical set-up to maintain pixel registration

during the measurement period.
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Figure 2.10: Optical arrangement for Optical arrangement for Moiré fringe
projection.

2.11 Spatial Frequency Scanning of Projected

Structured Light

Fringe projection consist in creating a family of plane parallel ”‘sheets”’ of

light in the volume surrounding the object under investigation[52]. Observa-

tion under an oblique angle gives an image where the fringe departure from

straightness light is related to the shape of the object Fig. 2.10.

The structuring of the light in sheets can be obtained with a simple slide

projector using an incoherent source. Interferometric techniques have the dou-

ble advantage of creating directly a sinusoidal fringe pattern with infinite depth

field. However, for large and deep field of view, one can no longer consider

the light sheets as being parallel and plane. Corrections and calibrations must

be made to take into account their real nature, as they constitute a family of

hyperboloids.

The sensitivity of the technique is a function of the fringe spacing and the

angle of observation. However, the main limitation is primarily the resolution
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of the imaging lens and camera used. Using state-of-the-art cameras and fringe

analysis software, the depth resolution is on the order of one thousandth of the

field of view. Projection Moiré is a way to increase the resolution of standard

fringe projection. In particular, one can project on the object a very fine

fringe pattern the image of which cannot be resolved directly by the detector.

However, if this fringe pattern is resolved by the imaging lens of the camera,

one can place a reference grating at the image plane. This grating creates a

Moiré pattern with the fine line structure present on the objects image. The

beat frequency is lower that the grating spatial frequency and can then be

resolved by the detector.

2.11.1 Phase Shifting

Phase shifting technique constitute one of the two main families of fringe anal-

ysis. This technique is based on the possibility of obtaining multiple versions

of a given interferogram. These images are acquired after modification of the

phase of one of the two interfering waves. The result is a movement of the

fringes in the image, without however changing the shape of the phase map.

If fringes represent height contour plots, changing the phase difference of the

waves by a constant quantity is equivalent to changing the origin of the con-

tour lines. The contour lines are located differently but they still accurately

describe the surface. These different versions of the interferogram lead to a

mathematically correct extraction of the phase φ and permit the determination

of the its sign.

With the capability to introduce controlled phase changes △φ in a inter-

ferogram a sinusoidal profile changes to:

I(x, y) = I0(x, y) + IM(x, y) cos(φ(x, y) + △φ(x, y)) , (2.17)

the phase change or phase increment △φ can vary across the interferogram,
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hence the possible dependence in (x, y). If △φ is known, at least three equa-

tions are required to solve Equation (2.17) for the value of φ. A simple 3-image

solution consist in recording images as follows:

I1 = I0 + IM cos(φ −△φ)

I2 = I0 + IM cos(φ)

I3 = I0 + IM cos(φ + △φ) ,

(2.18)

φ = arctan

(

1 − cos(△φ)

sin(△φ)

I1 − I3

2I2 − I1 − I3

)

, (2.19)

IM =

√

(1 − cos(△φ))2(I1 − I3)2 + (sin(△φ))2(2I2 − I1 − I3)2

2 sin(△φ)(1 − cos(△φ))
, (2.20)

I0 =
I1 + I3 − 2 cos(△φI2)

2(1 − cos(△φ))
, (2.21)

when △φ is equal to 2π
3

Eqs (2.19), (2.20), (2.21) is simplified as:

φ = arctan

(√
3

I1 − I3

2I2 − I1 − I3

)

, (2.22)

IM =
1

3

√

3(I1 − I3)2 + (2I2 − I1 − I3)2 , (2.23)

I0 =
1

3
(I1 + I2 + I3) , (2.24)

the phase is numerically obtained as an arctangent function. Taking into

account the sign of both numerators and denominators, this yields a value in

the range of [0, 2π]. The resulting modulo 2π image is often called a ”‘wrapped

phase map”’. The simple 3-image algorithm presented can be generalized to

N images.
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2.12 Multiplexed Spatial Frequency of

Projected Structures Light

Takeda[53] describes a technique based on projection structured light that

requires only a single fringe pattern and permits phase unwrapping for discon-

tinuous surfaces from a single acquired image. In this technique multiple phase

maps with various phase sensitivities are spatial-frequency multiplexed into a

single frame pattern to unambiguously determine the surface height. The ac-

quired image is filtered by a two dimensional Fourier transform to demultiplex

the spatial carrier frequencies, each being modulated in phase by the surface

height with varying sensitivity.

Multiplexing spatial frequencies in the projected light pattern reduces fringe

contrast and introduces difficulties during phase extraction. In particular, the

filtering of the acquired image in the Fourier domain band-limits the broadband

signal obtained for discontinuous surfaces, and therefore reduces the attainable

signal to noise ratio compared to sequential projection and recording schemes.

2.13 Others Techniques

2.13.1 Digital Image Correlation

A recent method for 3D shape measurement had been proposed by Y.H.

Huang[54], this method utilizes the magnification introduced by a non-telecentric

lens and the local correlation of white light speckle patterns to estimate the

3D shape. The closer the object is to the camera, the larger it appears in

the image plane. In this case, an in-plane translation was applied and the im-

ages before and after displacement differ by an amount equal to the in-plane

displacement modulated by the difference in surface height.

The relations between the object and image coordinates in a simple imaging
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Figure 2.11: Optical setup for digital image correlation.

system can be expressed as:

x
′

x
= − a

z − a
, (2.25)

and

y
′

y
= − a

z − a
, (2.26)

where a represents the distance from the image plane to the lens, (x
′

,y
′

)

the image coordinates, (x, y) the object coordinates, and z the distant between

the object and the image plane. If the object is displaced by a translation ∆x

using the DIC to obtain ∆x
′

the z coordinate can be obtained by:

z = a − ∆x

∆x
′
. (2.27)

2.13.2 Shearing

An optical interferometric configuration sensitive to the first derivate of dis-

placement is shown in Figure 2.12. The object D is illuminated by a inclined

wave front at an angle θ and viewed through a Michelson interferometer[55, 56].

The Mirror M1 lies parallel to the plane X2 and M2 is inclined at a small angle

α, to form two images of D overlapped in the plane I Fig. 2.13. The inten-

sity at any point in the image will be the superposition of the light scattered
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Figure 2.12: Optical setup of speckle pattern shearing interferometer.

from two adjacent points in the original object. The phase change of the light

arriving at any point in the image I, will be given by:

∆φ =
2π

λ
(d − d

′

) , (2.28)

where d and d
′

are the respective displacements of two points in the object

illuminating a single point in the image I. In the case of a normal illumination

and assuming that the displacement of the two points illuminating a given

point in the image plane will be sufficiently small, the phase change can be

expressed as:

∆φ =
4π

λ

∂d1

∂x2
S2 , (2.29)

where S2 represents the separation between the points that illuminate a

point in the image, the sensitivity of the fringes can be varied by changing the

relative orientation of M1 and M2.

The use of this interferometric optical setup, Fig. 2.12 leads to an easy

way to measure slope of contour by shifting the light source between two
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Figure 2.13: The sheared image geometry obtained using the arrangement
shown in Fig. 2.12.

exposures[57], the quality of interferograms obtained is usually poor and the

decorrelation effect strongly limits the performance of the method. In a similar

method, the specimen was placed on a rotating platform and illuminated by an

expanded laser beam, by recording two images before and after rotating the ob-

ject, the resulting fringe pattern represents the object’s surface directly[58].T.

Santhanakrishnan[59] presents an improvement of the fringe contrast which

can be achieved by using a two aperture mask placed in front of the cam-

era lens with illumination over the optical axis. Other similar methods have

introduced wavelength changes to obtain the same contouring effect[60].
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Temporal Phase Unwrapping

3.1 Phase Unwrapping

The optical techniques described in Chapter 2 have been developed to measure

a wide range of physical parameters, with the advantage of non-contacting,

and providing encoded information about physical parameters such as the 3D

shape. These techniques require a numerical interpretation to be of optimal

use to the scientist and engineers, the information recovered is usually encoded

in the form of two dimensional (2-D) fringe patterns or interferograms. Any

automatic quantitative evaluation of interferograms requires accurate phase

measurement, independent from intensity fluctuations superimposed onto the

interferograms. Two principal methods exist for extracting the underlying

phase distribution from fringe pattern:

• Shifting the fringes through known phase increments.

• Fourier transform of a single pattern containing carrier fringes.

In both cases the calculated phase values are wrapped onto the range of

−π to π, and the process of phase unwrapping is the last difficult step. The

goal of the phase unwrapping procedure is to remove the 2π phase discontinu-

ities produced by the arctangent function. This process seems fairly obvious,

32
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Fig. 3.1 shows how the discontinuities can be corrected by the following algo-

rithm: we determine an offset phase distribution φo(x, y) that should be added

to the discontinuous phase distribution φd(x, y) to transform it to a continuous

distribution φc(x, y).

φc(x, y) = φd(x, y) + φo(x, y) , (3.1)

the first step in making this determination is to obtain the phase difference

△φd(xi, y) = φd(xi, y) − φd(xi−1, y) , (3.2)

between the ith sample point and the point preceding it, with the suffix

i running from 1 to N to cover all the sample points. The fact that the

sampling theorem demands at least two pixels per fringe and that the fringes

usually cover several pixels therefore, the absolute value of the phase difference

| △φd(xi, y) | is much less than 2π between two adjacent pixels. However it

becomes almost 2π at points where the phase jumps occurs. The second step

is to determine the offset value required to add in each sample point, starting

from the point x0 = 0. We set φx
0(xi, y) = φx

0(x0, y) where φx
0(x0, y) = 0 for i =

1, 2, 3, ..., k−1 until the first phase jump is detected at the kth sample point. If

the detection of the phase jump is positive, we set φx
0(xk, y) = φx

0(xk−1, y)−2π,

and if it is negative we set φx
0(xk, y) = φx

0(xk−1, y) + 2π. Again, we start to set

φx
0(xi, y) = φx

0(xk, y) for i = k + 1, i = k + 2, i = m − 1, until the next phase

jump occurs at the mth sample point, where the addition or subtraction of

2π is performed, with k now being replaced with m. Repeating this procedure

of 2π phase addition or subtraction at the points of phase jumps, we can

determine the offset phase distribution, as shown in Fig. 3.1(B), the addition

of which to φd(x, y) gives a continuous phase distribution φc(x, y), as shown in

Fig. 3.1(C).
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Figure 3.1: (A) Example of a phase distribution having discontinuities that are
due to principal-value calculation; (B) offset phase distribution for correcting
the discontinuities in (A); (C) continued profile of the phase distribution.

Phase unwrapping can in principle be carried out by any path, since the

underlying phase distribution is a single valued function of position in the im-

age, there are a lot of works with numerous solutions to process single wrapped

phase images, however if the fringes are not sampled at a sufficiently high spa-

tial frequency, the fringe pattern may be inherently discontinuous, or just the

simple presence of noise can cause unwrapping errors that are reflected in a

large 2π phase errors in regions of the image well away from the noise. For

example an object containing holes or cracks, or consisting of several indepen-

dent components, can have fringes truncated and isolated from other sets of

fringes.

A wide variety of partial solutions to these problems has been suggested

such as: Cellular automated methods[61] that use simple neighborhood rules

applied sequentially to all pixels in the image with path independence that can

be used in practical solutions. An alternative method based on identification
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of the discontinuity sources; cuts are then placed between sources of opposite

sign[62], this method guarantees that the phase map is unique and independent

of the path by which unwrapping take place. Bone has proposed a method

in which the discontinuities sources are masked out with the application of

a cellular automata method[2], the masked phase map could then have been

unwrapped much faster even substituting the cellular automata method. The

algorithms briefly described above, are known as ”spatial” algorithms in the

sense that the phase map is unwrapped by comparing adjacent pixels or pixel

regions within a single image. Once the unwrapping process in completed, the

phase map has to be transformed into the corresponding physical quantity,

displacement or shape. This is made by a calibration process in which some-

times it is necessary to make some hypotheses on the actual behavior of the

object.

3.2 Temporal Phase Unwrapping

The basic idea behind the temporal phase unwrapping (TPU) is that the phase

at each pixel is measured as a function of the time. Unwrapping is then carried

out along the time axis for each pixel independently of the others, boundaries

and regions with poor signal-to-noise ratios do not adversely influence good

data points[63]. A set of four images creates a phase distribution φw(m,n, t)

as shown in Fig. 3.2.

In practice the phase maps include boundaries and regions of high noise, in

the TPU these regions form structures oriented along the time axis, provided

the boundaries do not change with the time, and can therefore be avoided

completely by unwrapping along paths parallel to the time axis. The wrapped

phase change △φw corresponding to the two instants t and (t-1), wrapped into

the range (-π, π), can be calculated by using the following equations:
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Figure 3.2: A group of fringe patterns stacks, each one with 4 phase stepped
fringe patterns creating a wrapped phase map φw that is used in the TPU. The
four main steps are illustrated within brackets: (A) Each group corresponds
to a different pitch with phase-steeped fringe patterns, (B) Differences of con-
secutive phase maps, (C) Temporal phase unwrapping, (D) Postprocessing.

△φw(m,n, t) = arctan

(△42(t)△13(t − 1) −△13(t)△42(t − 1)

△13(t)△13(t − 1) −△42(t)△42(t − 1)

)

, (3.3)

△ij(t) = Ii(t) − Ij(t) , (3.4)

a spatial smoothing operation can be carried out by convolving the numer-

ator and denominator with a 3x3 kernel. Since phase maps include regions of

high noise, if a spatial phase-unwrapping path crosses them, 2π phase errors

can occur. In the temporal phase-map these forbidden regions form structures

oriented along the time axis, provided the boundaries do not change with time.

Therefore the spatial unwrapping errors could be completely avoided by un-

wrapping along paths parallel to the time axis. The number of 2π phase jumps

between two successive measurements of the phase change can be found as:

d(m,n, t) =
△φ(m,n, t)

2π
, (3.5)

and the total number of phase jumps is calculated through
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v(m,n, s) =
s

∑

t=1

d(m,n, t) , (3.6)

finally, the unwrapped phase - difference map is obtained as

△φunwrapped = △φw(m,n, t) − 2πv(m,n, s). (3.7)

3.3 Quality Map for Modulated Phase

When a series of phase shifted images are obtained, the four temporal al-

gorithms are used to find the phase information. The following equations

represent the intensities of the four shifted images[64].

I0 = Io + IM cos(φ(x, y)) , (3.8)

I1 = Io + IM cos(φ +
π

2
) = Io + IM sin(φ(x, y)) , (3.9)

I2 = Io + IM cos(φ + π) = Io − IM cos(φ(x, y)) , (3.10)

I3 = Io + IM cos(φ +
3π

2
) = Io + IM sin(φ(x, y)) , (3.11)

where Io is the average intensity, IM is the intensity modulation and φ is

the unknown phase. Solving these equations for φ yields the following solution:

φ(x, y) = arctan

(

I3 − I1

I0 − I2

)

, (3.12)

IM(x, y) =

√

(I3 − I1)2 + (I0 − I2)2

2
, (3.13)

the phase value calculated through Equation (3.12) falls in the range (−π,

π). The quantities in Eqs. (3.12) and (3.13) are estimators of the true phase
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and modulation respectively, and may differ from them due to random and

systematic measurements errors. Data modulation is used to check quality of

the data at each pixel. Therefore the data modulation, Equation (3.13), is

used for generating the quality map for masking out pixels that produce noise.

The quality map can be used to select pixels that give enough modulation for

the proper functioning of the TPU, and to isolate pixels with low modulation.

A mask, with 0 in the pixels of low modulation and 1 in the modulating pixels

is obtained from histogram equalization and a threshold operation. As the

equalization assumes equal probability for the modulation, a percentage of the

equalized quality histogram is selected by choosing a threshold value. If the

threshold is set too low, no enough pixels will be masked out; on the other

hand, if the threshold is too high, it will cause too many pixels to be masked

out, and isolated phase regions start to emerge. Defining the threshold value is

hence a crucial point of the whole procedure, in our case we select a threshold

value such as the pixels with 85% or more of modulation are selected. In the

literature, other works try to solve the same problem considering boundaries

and high noise regions[65, 62, 66].



Chapter 4

Experimental Results

4.1 Fringe Projection Setup

Recent developments on Spatial Light Modulator systems based on reflective

liquid crystal microdisplays have allowed the technologies of Liquid Crystal

over Semiconductors. In particular, the LCoS manufactured by Holoeye LC-

R 2500 supports DVI-signals with XGA resolution (1024 x 768 pixels). The

highest potential of the Spatial Light Modulators is that they have dynamic

addressable diffractive elements that can be used for projection purposes. How-

ever, the projecting capabilities should be tailored for specific applications, and

its performance should be assessed depending on the application.

In this work an LCoS is used to project fringe patterns over a 3D specimen

using two different optical configurations. The first case is when the fringe

projection patterns projected over the specimen, are formed by digital holo-

grams. In this case, a routine coded in matlab generate holograms (kinoforms)

that are displayed by the LCoS and the lens f = 30.5 cm, that is placed at

the position labeled “Lens P1” with the object (LCoS) placed behind the lens

inside of the focal distance range Fig. 4.1 . Therefore, the input object (LCoS)

is placed at a distance d in front of the rear focal plane of the lens. The light

incident on the input is a spherical wave converging towards the back focal

39
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Figure 4.1: Optical setup: The fringe patterns are projected with a LCoS using
kinoforms and a camera acquires the resulting images for further TPU data
processing.

point of the lens. Assuming Fresnel diffraction the complex amplitude at the

focal plane is given by[67]:

Uf (u, v) =
A expj k

2d
(u2+v2) f

jλd

∫ +∞

−∞

∫ +∞

−∞

ta(ξ, η)P (ξ
f

d
, η

f

d
) exp−j 2π

λd
(uξ+vη) dξ dη ,

(4.1)

where ta is the complex amplitude of the input image, P (ξ f

d
, η f

d
) is the pupil

function, (u, v) are coordinates of the diffraction pattern, Uf is the amplitude

and phase of the projected hologram, and (ξ, η) are the direction cosines. This

has a magnification factor, namely the scale of the Fourier transform. This

factor is under control of the experiment, by increasing d, the distance from

the focal plane to the object, the size of the transform is made larger, by

decreasing d the scale of the transform is made smaller. This let us to have

different sizes of projection areas and hence different object sizes, experimental

results gave us an approximately range between 7 mm to 30 cm.

The second consists of a fringe projection system Fig. 4.2 that is configured
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Figure 4.2: Optical setup: The fringe patterns are projected with a LCoS as
a conventional computer projector and a camera acquires the resulting images
for further TPU data processing.

as a conventional computer projector, to achieve this, a lens, f = 30.5 cm, is

placed at the position labeled ”Lens P2” to form an image of the fringe pattern

that is sent to the LCoS for projecting over the specimen. The lens is located

at 36.5 cm from the polarizing beam splitter, the LCoS is located at 1.5 cm

from the polarizing beam splitter and it has been illuminated with collimate

light using a lens, f = 30 cm, labeled ”Lens P1”. The mirror makes an angle

between the specimen and the projection of 15o. As the optical setup is a

simple imaging system, the Gauss law for lenses let us know the exact position

of the lens to project the fringe patterns over the specimen.

The fringe patterns were generated using a routine coded in Matlab envi-

ronment and displayed trough a PC. We can use fringe pattern projection or

holographic fringe projection (kinoforms), both with a size of 500x500 pixels

with different fringe densities (each with four phase shifts); making use of the

PC video output, the fringe patterns are transmitted to the LCoS and then

projected over the specimen as shown in Figures 4.1 and 4.2.
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Figure 4.3: Optical setup: Method of introducing the reference bean, a prism
is used to create the superposition of the two beams object and reference.

4.2 Projection Based on Computer Generated

Holograms

A hologram records the field distribution that results from the light scattered

by an object, since there is a one to one correspondence between the object

and its scattered field, it is possible to record information about the object

by mapping the scattered field, this mean that the Fresnel[68] or Fraunhofer

diffraction pattern of the object is recorded and then used to produce an

image of the original object. When the image of the object is reconstructed,

there are flaws in the reconstruction as result of dust particles, vibrations and

turbulence present in the optical system at the time in which the scattered

light was recorded. A solution for these problems is the diffused illumination

hologram[69]. The optical system in Fig. 4.3 shows a diffusing element placed

between the source and the object, the light incident over the object now

has a phase and amplitude which vary randomly from point to point, but in

general terms this phase and amplitude relations are time invariant. This kind

of illumination will produce a no recognizable Fresnel/Fraunhofer diffraction

pattern or coarse structures in the reconstructed image; the most significant

property of the diffused illumination holograms is that the imperfections in

the optical elements will not degrade the quality in the reconstructed image.

In fact difussed illumination holograms are more immune to defects of the
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recording procedure than a conventional photography procedure. Now a days

with the aid of computers the process of recording an hologram has changed,

now it is possible to synthesize holograms, this task is motivated with the fact

that the object is not physically present and its enough if the object is known

in mathematical terms, computer generated holograms (CGH) make possible

to study, by numerical simulations, certain holographic effects as mentioned

above. The typical process of a CGH consist on four main steps, first the

propagation of the complex amplitude from the object to the hologram plane,

second is to encode the complex amplitude as a real non negative function

(this is constrained by the gray scale on a image) and the final steps consist to

transfer this information to a plotter device and to reduce it to a reasonable

size for diffracting light. The principal limitation in CGH is the capacity of the

computer for sampling the amplitude just in a finite number of points and the

time required for the iteration procedure. One of the methods of fabricating a

computer hologram can be done by recording the amplitude and phase of the

scattered field [70, 71].

A new CGH is the kinoform[72, 73] which just have a single diffraction

order and all the incident light is used to reconstruct the image in comparison

with conventional CGH. The kinoform has computational advantages because

neither the reference beam nor the image separation calculations are neces-

sary. The kinoform is based on the idea that just the phase information of

the scattered light is required for reconstructing the image of the object, the

amplitude is assumed constant.

In an amplitude hologram the coded description of the object is due to the

interference between the wavefront of the object W and the reference beam

W0, this give a transmittance function Ta ∝ I =| W + W0 |2. In a phase

hologram the complex transmittance is given by Tp ∝ eiI .

The process to create a kinoform involve a mathematical description of

the object and the scattered light from it. Once the shape of the object is
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Figure 4.4: Schematic diagram to obtain a computer phase hologram.

determined, the distribution of its scattered field can be calculated by using

computer algorithms. A common mathematical description of the object is

a digital photography which gives the intensity distribution, the main point

is to convert this intensity information onto phase information[74]. An easy

example of this procedure can be obtained if we consider an object f(x, y)

which Fourier Transform can be expressed as:

F (ξ, η) =| F (ξ, η) | expiφ(ξ,η) , (4.2)

therefore, the scattered light now is given by:

f(x, y) =| f(x, y) | expiη(x,y) , (4.3)

from Eqs. (4.2) and (4.3) we can observe that the most important factors

are φ(ξ, η) and η(x, y) since them contain the required information to obtain

an hologram and the image coming from the hologram. In this work we used

a phase hologram (kinoform) which is generated by an iterative Fast Fourier

Transform (FFT) procedure [72].

There are several algorithms to obtain the phase in the kinoforms such as

Detour - phase[75], phase retrieval[74], in - out approximation, and steepest -
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descent, in this case the algorithm used was the error reduction because of its

simplicity which is explained below.

As the kinoform is an object coded in phase, this condition works as a

restriction that needs to be satisfied in the frequency domain, while the second

restriction imposed by the space object is the intensity of the object used. In

summary the conditions are:

• The image in the frequency space will only contain information of the

phase.

• The absolute difference between the intensity of the original image and

the image from the kinoform must be minimum.

When the conditions above are accomplished G′(ξ, η) corresponds to the holo-

gram, and after an iterative Inverse Fourier Transformation (IFFT) the image

g′(x.y) corresponds to the final reconstruction.

The Fig. 4.4 shows the procedure to obtain a phase hologram. The al-

gorithm starts calculating the amplitude distributions of the object (image

g(x, y)). Using the FFT we obtain a frequency distribution that is forced to

accomplish the first condition above.

The new function that satisfies the first condition is again transformed

using the IFFT, to obtain the intensity distribution. If the second restriction

is satisfied, the frequency distribution in the Fourier space correspond to the

kinoform, if not, a new image is generated as an input function with new phase

distributions.

When the iterative process ends, the kinoform is expressed by Equation.

(4.2), the phase representation is given in gray scale, this gray levels are quan-

tified according with the phase changes in the range of 0 − 2π.
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4.3 Experimental Results with Projection

Based on Computer Generated Holograms

The kinoforms were generated following the procedure described in Sect. 4.2

using as input the fringe patterns required by the TPU procedure.

Each corresponding hologram was generated by simulating a diffuser light

source using a matrix of aleatory complex numbers. In general the amplitude

of the wavefront scattered from the object is not constant but using a proper

choice of the phase variations at the original object (equivalent to illumination

using a diffuser) this amplitude is essentially constant. The phase of the com-

plex number, was a random value less than a threshold in the interval 0 − 2π

while its amplitude was given by the amplitude of the fringe pattern. The

random phases were generated using the computer clock time as a seed, gen-

erating fringe patterns with random intensity variations. This was needed to

smooth an input fringe pattern by averaging several projected fringe patterns

previous to its use by the TPU algorithm described in Sect. 3.2.

The kinoforms were displayed in the computer monitor and projected onto

the specimen under analysis by connecting the DVI monitor output to the

LCoS as shown in Fig. 4.2. A Lumenera LU175M camera with a resolution

of 1280 x 1024 pixels, interfaced to a PC was used to acquire the images in

gray scale. The acquired images were used to generate the unwrapped phase

maps, while a mask that blocks the phase noise and isolate pixels with bad

modulation is generated from the quality map Sect. 3.3.

The reconstructed fringe pattern projected using the kinoform, has a gran-

ular texture that when acquired by the camera the speckle effect of the rough

surface under test is added due to the use of coherent light. In order to reduce

this granular texture, we averaged ten sets of the same fringe pattern but with

different random noise projected over the object. These fringe patterns gave

us also different speckle distributions as a result of the randomness given by
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the aleatory phase distributions; as a simple model we can consider g(x, y) as

the acquired image in the camera as:

g(x, y) = f(x, y) + n(x, y) , (4.4)

where n(x, y) is an additive noise, to reduce the noise the average of a set

of images can be expressed by the expression:

ḡ(x, y) =
1

M

M
∑

i=1

gi(x, y) , (4.5)

we can note that by increasing M the intensity fluctuations around its

mean value in each pixel comes down, and the function ḡ(x, y) becomes f(x, y).

Assuming that the additional noise produces uncorrelated fringe patterns, it

can be shown that the speckle contrast defined by:

c =
[< ḡ2 > − < ḡ >2]

< ḡ >
, (4.6)

is reduced in accordance with the law

c =
1√
M

, (4.7)

Experimental results were limited by the number of images M that our

computing facilities allowed us. For M = 10 the projection and acquisition

time was in the order of 15 min but the hologram generation time correspond-

ing was of 36 hours. Given the large time needed for the tests, the noise

reduction was also limited.

For the TPU a total of 35 averaged fringe patterns were processed, and ten

fringe patterns were averaged for each pitch of the fringe patterns, as a result

of this we found that the average was not enough to reduce the noisy signal

produced by the speckle and simulated diffuser.

A second way to reduce the speckle noise is by integrating several speckles

in each pixel camera, therefore we used an optical system with f♯ = 1.8, the
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camera was placed at 50 cm from the object and the angle of fringe projection

was of 10o. An appropriate fringe density can be chosen using[76]:

S =

√

L

1.22λ
, (4.8)

where L is a measurement volume consisting of a cube of side L, λ is

the wavelength of the laser; if L= 500 mm and λ = 532nm, thus the fringe

density S is of 878. This density is too large for a quarter of the LCoS spatial

resolution or 512x384 pixels. Therefore an optimum fringe density is necessary

to suppress Moiré sampling effects, and to reduce the total time of the test,

we found that for our setup our fringe density projection was optimum at 20

to 30 fringes in the field of view.

Once the setup geometry and the fringe density area were determined,

the process of TPU is applied for getting the 3D shape reconstruction. 3D

unwrapped phase usually have pixels with low modulation and residual noise,

using the quality map describe in Sect. 3.3 we extracted a mask that was used

to suppress the low quality phase values. This quality map is automatically

generated previous to the TPU program, and then, a mask that leaves only the

pixels with high values of modulation is obtained by enhancing the contrast

through histogram equalization and threshold operation. For the object that

we used the threshold value was selected as the 30% of the histogram values

obtained after equalization.

Figure 4.5 shows the result obtained by projecting fringe patterns us-

ing kinoforms over a lens non specular surface, in this figure a calibration

process[77, 78] was implemented to recover its original scale eliminating the

spherical aberration. As we can observe the technique is able to recover the

shape, but is not good enough to obtain resolutions less than a millimeter.

This figure shows only some cracks over the surface object that are in the scale

of a few millimeters, on the other hand smaller cracks can not be measured.
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Figure 4.5: 3D shape reconstruction of a lens mold using kinoforms to project
fringe pattern over a lens non specular surface (scale in millimeters).

4.4 Projection Based on Structured Light

The optical setup geometry used for fringe projection is shown in Fig. 4.6

which is the most popular configuration for the extraction of the 3D shape

form, this task is an important procedure in industry in which it is desirable

to transfer this information into a CAD program to yield a full 3D digital model

for replicating purposes. The principle of phase measurement[79, 80, 81] has

been a major researh topic in metrology area since the information of phase

yields to the height data of the object.

Figure 4.6 shows a ray from the projector that interceps the object’s sur-

face at point Q’, if the object were absent, the ray from the projector would

intercept the reference plane R at point Q, this is visible by the camera as a

displacement δ =| Q
′′

Q | which is related with the fringe period as: δ = np

where n is the fringe order and p is the period of the fringe pattern projected

over the specimen, the relation between the displacement and the heigh can

be expressed as[82]:
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Figure 4.6: Geometry of structured light projection. P denotes projector, C
denotes camera, R denotes reference plane.

∆Z =
δ

tan(α) + tan(β)
, (4.9)

A problem with Equation (4.9) is that angles α and β vary significantly over

the field of view, even when β = 0 the variations of α must be accounted for.

A second way to relate the displacement between the object and the reference

plane in a height variation ∆Z is:

∆X = M sin α∆Z , (4.10)

The value of ∆X represents the lateral offset of the fringe pattern recorded

by the camera, Fig. 4.6, β is set to zero and M is the optical magnification.

From Equation (4.10) it can be see that if M is too large, the sensitivity of

the optical setup is high but the field of view becomes small. More over if α

is large, the sensitivity also increases but this leads to shadowing problems.

The intrinsic way of projection causes the divergence of the fringe pattern,

the angle of projection will produce a lateral variation of the fringes over the
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specimen, as consequence the fringes get wider due to angle of projection, and

since the projector deliver the same light intensity over its projection (one light

source), the image gets darker while at the opposite side the fringes are finer

and brighter.

The oblique projection force to a calibration procedure to adjust the angle

of projection and the dynamic range of the camera in order to adapt it to

the brightness of the reflected light by the object under test; there are three

principal sources of erros in the process of phase measurement. First, the

nonuniformity distribution of the object surface reflectivity: if the reflectivity

changes fast along the surface, the error becomes large. Second, the contrast

in the fringe pattern: if the projected fringes have a high contrast the error

becomes small. Third, the sinusoidal intensity variations across space and

time: the projected fringes are in fact a discrete version of a sine signal, the

number of gray levels used in the projection will restrict the sample rate.

The relation between spatial changes ∆X and the detected phase ∆φ is

given by Equation (4.11) were T is the average fringe period, it can be seen

that if T gets smaller, then changes in ∆φ gets larger increasing the sensitivity

of the system. The fringe period is an important factor, as it gets finer the

sensitivity increases until a limit is reached in which the contrast drops down

all together with pixel modulation increasing therefore the error rate.

∆φ =
2π∆X

T
, (4.11)

An appropriate fringe density can be chosen using Equation (4.8) as re-

ported by Huntley[62].

4.5 Experimental Results with Structured Light

When voltage is applied to the LCoS elements, it produces phase changes

to the reflected light that are transformed in amplitude modulation by the
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polarizing beam splitter of Fig. 4.2. However, the LCoS can be operated as a

phase-only modulator and many techniques for calibrating the liquid crystal

have been proposed for phase and amplitude modulation [83, 84, 85, 86, 87].

In order to obtain an optimum optical configuration for amplitude or phase

modulation, a desirable physical model for the liquid crystal(LCD) is necessary

to predict the amplitude and phase modulation. In the literature we can find

many works describing models of the LCD by using Jones matrix theory[88,

89, 90, 91, 92], the use of Jones matrix has many advantages, it is a complex

matrix of size 2x2 and each element is proportional to the electric field, the

disadvantages are that it is restricted to monochromatic and polarized light

and the use of complex magnitudes which in some case leads to the use of

complex mathematical expressions.

In this work the LCoS was configured to produce amplitude-only mod-

ulation, and its calibration procedure is explained in Appendix A. A gray

scale fringe pattern has been created with a personal computer (PC) and then

projected onto the object surface by using the LCoS projection system. The

acquired images were grabbed with a camera, these images are used to gener-

ate the unwrapped phase map following the procedure described in Sect. 3.2,

while a mask is generated from the quality map, Sect. 3.3, in order to eliminate

noise and to isolate pixels with bad modulation.

The projector used in this experiment Holoeye LC-R 2500 supports DVI-

signals with XGA resolution (1024 x 768 pixels); the camera used was Lumen-

era LU175M with a resolution of 1280 x 1024 pixels and automatic control

light gain. The fringe patterns were generated using a routine coded in Mat-

lab environment, making use of the PC video output the fringe patterns are

transmitted to the LCoS and then projected over the specimen Fig. 4.1.

In order to obtain an optimum fringe density, suppress noise, Moire or

sampling effects and the effect of diverging light illumination in the area of

analysis, the spatial locations of projector, camera and object must be adjusted
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to obtain a good quality map in the 3D shape reconstruction, referring to the

scheme in Fig. 4.2, if the distance between the LCoS and lens P2 is equal to

38 cm, the angle of projection α = 15o, f# = 2.5 and depth focus of 2 cm,

the upper limit of the fringe projection pattern can be set to 40 fringes in an

area of projection of 3x3 cm.

Once setup geometry and fringe density are assessed, the process of TPU is

applied for extracting 3D shape. Low reflection on the object usually generates

pixels with bad modulation and noise. Using the quality map describe in

Sect. 3.3 we extracted a mask that was used to suppress the low quality phase

values. This quality map is automatically generated in the TPU program,

and then, the mask is obtained enhancing the contrast through histogram

equalization and threshold operation. In particular, all quality values below

the defined threshold are set to zero, while values beyond the threshold will

set to one. If the threshold is set too low, no enough pixels will be masked out;

on the other hand, if the threshold is too high, too many pixels will be masked

out, and isolated regions will appear. Hence, defining the threshold value is

a crucial point of the whole procedure. For the specimens that we used the

threshold value was selected between the 3% and 85% of the histogram values

obtained after equalization. The threshold value has a very high dependence

with the reflectance of the object under analysis.

Finally a low pass spatial filter is applied for the 3D shape reconstruction

to suppress residual noise. However, the size used can affect the final masking

process. The final 3D reconstruction of the TPU using linear pitch increments

for objects under test are shown in Fig. 4.7 to Fig. 4.9.

The calculation of the shape from phase data, (Φ,m, n) to (x, y, z), its in

principle a simple calibration process, but in practice is complicated by the

number of degrees of freedom involved in the optical setup, camera, projector

position and distortion introduced by the objective lenses. The calibration con-

sist in two steps: convert Φ(m,n) to z(m,n) and convert (m,n, z) to (x, y, z),
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Figure 4.7: 3D shape reconstruction of a gear using fringe patterns with struc-
tured light (scale in millimeters)..

Figure 4.8: 3D shape reconstruction of a coin using fringe patterns with struc-
tured light (scale in millimeters)..
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Figure 4.9: 3D shape reconstruction of a coin using fringe patterns with struc-
tured light ( scale in pixels).

this procedure is described in Appendix B.

After the system was calibrated, it was tested by measuring a reference

plane, Fig. 4.10 shows a cross section of a typical result, as we can observe

the measured phase transformed to z values in millimeters has high frequency

changes due to the no constant behavior in the amplitude modulation and

systematic errors as described by J. Campos[92]. The problem in the amplitude

modulation and even more in phase modulation is caused by a certain amount

of depolarization in the LCoS reflected beam, this problem has a dependence

on the addressed gray level and on the incident state of polarization. Basically

as the input to the LCD is a video signal, there is a low frequency in the

vertical direction, and a high frequency in the horizontal video signal. When

the frequency is very high along the horizontal direction, the signal is limited in

band by the electronic circuit reducing the modulation capacity of the LCoS.

The standard deviation of the surface profile is calculated as 44.8µm. Fig-

ure 4.11 shows an unwrapped phase map of a plastic gear as a test object, this

result would not be possible by the conventional spatial method. The object

was prepared for the experiment being cleaned and coated with a thin layer of
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Figure 4.10: Cross section of a 3D shape reconstruction of a flat reference
surface (positioned at z = 2mm).

white paint. Missing points on the surface belong to low modulation regions,

shadows or problems with the reflectivity of the test objects.

Figure 4.8 and Figure 4.9 show the result of the TPU when is applied to

a coin which surface is not clean or prepared for the experiment as was the

gear. In this case we can observe that the signal to noise ratio is poor and

hence a notorious change in the reflectivity of the object which is outside of

the parameters in the intensity calibration. It can be seen that an increment in

the wrapped maps used in the TPU will improve the final result as shown in

Figure 4.12 left, the TPU is a kind of average procedure. It is important

to realize that the number of fringes projected over the specimen are not

independent variables in the TPU since the values of ∆φ(t) depend each other.

For example, ∆φ(t) = φ(t)− φ(t− 1) and ∆φ(t + 1) = φ(t + 1)− φ(t) so that

∆φ(t)+∆φ(t+1) = φ(t+1)−φ(t−1) and errors in measuring φ(t) automatically

cancel out, this mean that errors in the intermediate phase values φ(m,n, 1)

and φ(m,n, s−1)are automatically canceled, only errors in the initial and final

map contribute to the measured phase change.
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Figure 4.11: Unwrapped phase map showing a gear with 4 phase stepping
algorithm.

In summary, the results obtained gave us a resolution below of the range

of millimeters, and a shape in which we can distinguish the different parts of

the gear and even of the coin. In order to obtain a better assessment of the

resolution obtained by using this technique, we tested the shape of different

metal gauges placed next to each other. The experimental results presented

in Appendix B show us a resolution in the range of 0.64 µm, showing an

improvement the results obtained by the holographic projection setup.

Nowadays it is possible to find in the literature research focused in the use of

the TPU algorithm achieving higher improvements and hence better accuracy

in the phase measurement procedure[93, 94]. Many companies actually are

working for creating devices that can extract the 3D shape from different

areas such: as medical engineering, reverse engineering, measuring works of

art and mold making. Companies like 3DShape[95] report resolution in the

range of 130 µm to 5 nm, Phase vision[96] 50 µm in a volume of 1x1x1 mm

and Creaform3d[97] with a resolution of 0.1 mm.
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Figure 4.12: 3D shape reconstruction of a face obtained by TPU algorithm
using a multimedia projector based on DLP technology: left 4, right 10 incre-
mental maps (normalized scale).



Chapter 5

Conclusions

This work reports the utilization of an LCoS for 3D shape reconstruction using

the TPU. A quality mask approach allows to extract valid information of the

3D shape.

The investigated holographic technique for the measurement of surfaces

shape, allowed us to analyze different areas without making any important

changes to the optical setup, giving us the opportunity to measure objects with

areas in the range of 30−1 cm . The main drawback of this technique is found

in the noise average procedure, the computational time required to obtain the

set of images used in this work was too long, over 36 hours for one PC; and

the number of images was not enough to reduce the noise to an acceptable

level. The technique structured light projection, produced much better results

that the holographic technique, obtaining a resolution of approximately 0.064

millimeters. This resolution can be improved using a projector and camera

with a higher dynamic range of gray levels and resolution, this will allow us to

increase the sample range in the projected fringe pattern, and to detect with

a better accuracy the intensity levels of the fringes over the specimen.

The main contributions of this work are: the exploration of the LCoS tech-

nologies as an element for projection of fringes adapted for the TPU algorithm,

the demonstration of the superior performance of the LCoS amplitude projec-

tion scheme, compared to the holographic projection in the TPU applications,
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and the introduction of quality mask in the TPU algorithm to mask out com-

mon errors.

Problems in the behavior of the LCoS used in this work were also identified.

The Holoeye LC-R 2500, showed experimentally a degree of depolarization in

the reflected light, that lead us to solve problems in the amplitude and phase

modulation, limiting the range of work to a certain numbers of specific gray

levels.

The immediate future work is to obtain a physical model for the liquid

crystal(LCD) that can predict the amplitude and phase modulation, this will

make possible an improvement in the deep resolution of the system and even

more this can allow the application of the holographic technique with improv-

ing results that can offer new technological applications in the areas of medical

holography, optical image processing, and holographic microfiche.
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Appendix A

Intensity Calibration

LCoS are extensively used in areas as optical diffractive elements, in adaptive

optics and image processing. In all these areas, it is desirable a high contrast

amplitude modulation, more over the phase stepping equation mathematically

assumes that the fringe pattern projected over the specimen and then captured

by the camera have a pure sinusoidal intensity. Therefore, the need to charac-

terize the LCoS behavior is an important task. There are many works about

liquid crystal calibration, most of them measure the complex transmittance

and the properties of phase modulation[13, 25, 92].

The LCoS produce a pair of amplitude and phase modulation of reflected

light as a function of an applied voltage[91], the modulation produced by the

LCoS over the reflected light is a function of the twist angle and the birefrin-

gence of the liquid crystal, this is because when a voltage is applied the liquid

crystal molecules tilt toward the electric field direction changing the amplitude

and phase modulation. The optical setup used in the calibration procedure

is showed in Fig. A.1, which is a simple adaptation from other experiments

used in transmissive liquid crystal display[88, 90, 83]. Light linearly-polarized

from a HeNe laser (633 nm-35 mW) arrives to the LCoS by the use of a non

polarizer beamsplitter, a video signal with a gray constant level over the whole

field is used as input for the LCoS, the signal is increased from 0 to 255, the

LCoS reflected light pass through the beamsplitter and the polarizer. The

73
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Figure A.1: Optical setup: A sequence of gray patterns (0-255) are projected
for each position of the transmission axis of the polarizer, the camera acquires
the resulting images.

camera acquires the resulting images from a flat white plane, this procedure is

repeated for different orientations in the transmission axis of the polarizer.

A sequence of 256 gray levels, constant over the whole LCoS were projected

by the optical system, each image corresponding to the gray level pass through

the polarizer, as each gray level produce a particular phase modulation and

complex amplitude, the intensity of the reflected light is a function of these

two parameters and can be measured for each orientation of the polarizer as

function of the gray level value, the results of this procedure are presented in

Fig. A.2 which are similar to the results reported by Andres Marquez[91]. The

final curve used in this calibration process, is showed in Fig. A.3 which can

be considered in a specific region of gray levels projected [140 250] as a linear

function.

The next step in our calibration procedure was to improve the contrast of

the images acquired by the camera. Figure A.2 shows that the gray colors

are mapped into a range of 25 gray levels, the optical setup is modified and
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Figure A.2: Intensity reflectance versus the gray level for different orientations
of the polarizer.

Figure A.3: Final result used from the calibration process. Intensity reflectance
versus the gray level for different configurations of the polarizer.
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now a polarizer beamsplitter replaces the polarizer in the optical setup. In

general the sinusoidal fringe pattern digitalized by a camera can be described

as[94, 80]:

I(x, y) = r(x, y) (a(x, y) + b(x, y) sin(2πfx + φ(x, y))) , (A.1)

where r(x, y) represents the object surface reflectivity, a(x, y) represents the

background, b(x, y) is related to the fringe contrast, f is the spatial frequency,

and φ(x, y) is the phase function to be determined and is related to the object

shape; when the phase is extracted from Equation (A.1) it is necessary to

consider that the roughness of the surface can be represented as a multiplicative

noise, as it introduces some phase noise in the measurement. The process for

increasing the contrast must take into account this factor, in order to increase

the visibility of the fringe pattern acquired by the camera[27, 98]. Therefore,

the noise can be reduced by manipulating the f-number of the lens camera.

Figure A.4 shows the increased dynamic range obtained by changing the f-

number of the camera lens.
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Figure A.4: Final result used from the calibration contrast process. Intensity
reflectance versus the gray level projected by the LCoS. Different values of f
number are used to average several speckles in a camera pixel, decreasing the
noise in the acquired images



Appendix B

Spatial Calibration and

Transformation from Phase to

Real Units

A calibration procedure which avoid the need for distance measurements from

the camera, projector and orientations is described by F. Cuevas[99], Saldner[100]

and Hua Du[101]. In practice, the calibration system that uses the geometric

measurements of the optical setup geometry are subject to uncertainties in

physical measurements, as consequence the shape measurement accuracies are

inevitably limited.

In principle, the calibration procedure was done using a glass flat plate

mounted on a micrometer driven precision translation stage. The surface was

painted by using spray paint with a thin layer of white matte color. The Z

axis was set parallel to the normal of the surface, the plane was positioned in

10 different positions uniformly spaced in a volume of 2 cm, at each position

an unwrapped phase map was obtained. Next, third order least square fit

was applied to the points belonging to each pixel along of the Z axis, this

calibration presents two principal problems. First, the mechanical elements

used for alignment of the glass plate in order to have a vertical position without

tilt, each time that this calibration procedure was applied a tilt in the flat

78
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Figure B.1: Image of the projection area displacement, the top figure shows
the area viewing by the camera in the first plane position, the second image
below, shows the area viewing by the camera in the last plane position.

glass was present and hence the unwrapped phase maps include tilts errors.

Secondly, the TPU algorithm assumes that each pixel of the projected fringe

pattern does not move along the X or Y directions, this means that a camera

pixel is seen as the same pixel along the Z axis. However this assumption does

not hold in practice if a non-telecentric lens is used in the camera and because

the projection angle also change along the Z axis.

Figure B.1 shows how the change of the projection angle moves a fringe

pattern. the top figure correspond to the projection area at Z = 0, the second

figure below shows the projection area at Z = 2 cm.

In order to obtain a measurement of the resolution along the Z axis, we use

calibrated metals gauges placed in a fan arrangement, the phase data obtained

by this experiment allow us to create a lookup table giving a transformation

among phase values and real units.

The result gave us a resolution in the range of 67µm for the smallest re-

solved step among to adjacent metal gauges. Figure B.2 and Figure B.3 show

the 3D shape of the metal gauges and a profile along the X axis obtained by
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Figure B.2: 3D shape reconstruction of different metal gauges placed in a fan
arrangement (scale in radians).

the proposed method.

The second calibration procedure to transform the 2D (X and Y) camera

coordinates to spatial coordinates, this calibration procedure starts with the

acquisition of an image produced by a grid of black square patterns into a white

background as shown in Fig. B.4. In this grid we know the exact position of

each square centroid, and we use this information to find out the possible

image distortion. The centroid positions corresponding to the black squares

were calculated using its first moment and compared to the corresponding

position without distortion. Each comparison gave us two distortions along

the horizontal and vertical directions, that we use to correct small distortions.

When the gear of Fig. 4.7 was used as specimen, the maximum distortions

at the edge were found to be less than 4.5 pixels and corrected through a

bilinear interpolation algorithm[78]. Although the projection area was only

2x2 black squares for the central area of the gear.
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Figure B.3: Profile along the X axis of the 3D shape reconstruction Figure B.2
of the metal gauges.

Figure B.4: First black squares moments used in the camera calibration pat-
tern: circles indicate positions without distortion while dots indicate distortion.
The first column of black squares from left to right was not considered in the
calibration procedure (scale in pixels).


