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Abstract

This work presents the design and development of a multispectral imaging system

for crop monitoring tasks. The imaging system features two small digital cameras con-

trolled by a microcomputer embedded in an Unmanned Aerial Vehicle (UAV) through

a trigger system, which is specially designed for this purpose. One of the cameras has

been modified to capture infrared radiation reflected by the vegetation. In order to

determine the health status of the crops, the Normalized Difference Vegetation Index

(NDVI) is computed in a developed software. Once the aerial imagery is obtained by

the UAV, it is processed to eliminate image distortions and insert specific metadata

needed for generating an orthomosaic with the health information of the plant or soil

of interest. Finally, the vegetation index will be computed from the visible and infrared

orthomosaics for a better interpretation of the user. Experiments are presented to show

the effectiveness of the system.
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Introduction

Precision agriculture requires data collection on weather, soil, crop’s health and

air quality in order to obtain preliminary analysis and predictive behavior of crops.

The information gathered can be used to determine a set of preventive and corrective

actions on crops that will improve farming management. These actions may be planting,

watering, fertilizing and harvesting. The use of autonomous drones provides an overview

of crop’s health by collecting aerial imagery of an specific area. The use of Unmanned

Aerial Systems (UAS) in precision agriculture applications has increased in the last

three years. There is an important fact about this technology: it has been estimated

that 80% of the sold drones from 2015 to 2025 will be used in this kind of applications

[10]. This is mainly due to the UAS capability to provide to the farmers with important

information related to crop management. Within the advantages of using UAS there is

the low cost in comparison with manned aircraft or satellite-based systems. They also

have the advantages of being small-sized and easy to use. All these facts promote the

growing popularization of UAS in agriculture.

Aerial imaging is done using multi-rotor and fixed-wing UAS. Due to its aerody-

namics, fixed-wing aircrafts can travel more distance than a quad-rotor with the same

amount of power. This means a larger area coverage and also a larger amount of im-
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Figure 1: The unmanned aerial vehicle used in this work. This drone is equipped with
the proposed multispectral imagery system.

agery collected. A quad-rotor instead, is more precise and easier to manipulate in

smaller areas. This makes it ideal for testing on a lower scale.

Biological processes inside a plant’s structure are related to certain spectral radiation

that can be captured from the plants, specifically to the near-infrared radiation. So,

multispectral image analysis and processing is able to provide useful information about

biological characteristics of the vegetation, including health parameters. These kind

of imagery can be digitally processed to determine the so-called vegetation indices.

Currently, there are some multispectral imaging systems in the market ready to be

implemented in diverse Unmanned Aerial Vehicles (UAV aka drones) platforms. It

is important to mention that the cost of these systems may be expensive, also license

software is sometimes needed to proceed analyze imagery obtained making it even more

expensive.

To solve that problematic, an easy-to-implement and low-cost aerial imaging system

has been developed with the use of a quad-rotor motorcraft and a dual camera system.

With the use of the prototype shown in Fig. 1, aerial imagery was collected to generate

orthomosaics and compute the Normalized Difference Vegetation Index (NDVI) from

these images.

This thesis is organized as follows. Chapter 1 presents the previous and current

13



research done related to the work presented in this thesis. Chapter 2 includes funda-

mental knowledge related to the model of the quad-rotor and multispectral imagery.

Chapter 3 offers an overview of the elements involved in the proposed system and how

they contribute to aim the main objective of the project. In Chapter 4, the results are

shown according to the experiments conducted following the methodology described in

Chapter 3. Finally, in Chapter 5 it is summed up the conducted work, mentioning the

achieved tasks, failures and future improvements.
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CHAPTER 1

Literature review

1.1 Commercial multispectral imaging systems

Modern technology allows the development of specialized multispectral sensors useful

in precision agriculture. Some of these sensors are able to capture specific wavelengths

from the visible and part of non-visible spectrum. Systems dedicated to capture multi-

spectral images are commonly able to capture blue (400 nm), green (500 nm), red (600

nm), red edge (740 nm) and specific near infrared bands (800 to 1100 nm) .

RedEdge-M multispectral camera is developed by MicaSense. It is one of the most

popular commercial multispectral imaging system in the market. It has been designed

to be equipped on UAV’s to collect specialized imagery useful for precision agriculture

monitoring tasks. The system is consists of a camera integrated by five monochromatic

CCD sensors that simultaneously captures five discrete spectral bands. These bands

are blue, green, red, red edge and near-infrared, enabling the creation of tailored in-

dices for customized agriculture applications [11]. The Sentera Quad sensor is another

multispectral camera available in the market. This device is similar to the RedEdge-M
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provided by four CCD sensors. One sensor has a RGB Bayer filter, allowing the capture

of a RGB image; the other sensors are monochromatic for three specific near-infrared

wavelengths [12]. As third example, there is the ADC Lite designed and developed by

Tetracam. This system allows the capture of green, red and three specific wavelengths

of the near-infrared spectrum [13]. All these commercial systems have the capability to

georeference images instantly which is useful when an orthomosaic is required. They

also feature a manual trigger and a trigger interface with flight controller boards. Some

of the multispectral imaging systems mentioned before are shown in Fig. 1.1.

(a) RedEdge-M. (b) Sentera Quad.

Figure 1.1: Commercial multispectral imaging systems.

1.2 Aerial imaging system implementation and applications

Concerning the aerial imagery collection with UAV’s, there is currently a high rate

of research and development done. The type of aerial vehicles used, as well as imaging

systems equipped, may vary according to the methodology and application proposed.

According to [14], multispectral and hyperspectral imaging have several applications

related to precision agriculture having each their own advantages and disadvantages.

In [15], an imaging system has been developed using two low-cost hyperspectral sensors

based on spectrometers as shown in Fig. 1.2. Both sensors are composed by their own

optical system, GPS sensor and a data logger for a later georeferencing process.
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Figure 1.2: Spectrometer-based hyperspectral sensor.

Like most imaging systems, in [16] the authors have proposed an imaging system

controlled by an on-board microcomputer that is able to insert GPS data into the

metadata of the images taken. A dual-camera module compatible with the Raspberry

P was used as the sensor device. One camera is sensitive to the visible spectrum

while the other one is sensitive to the near-infrared spectrum. This is a light-weighted

system designed for UAV implementation. In [17], a more complex imaging system

has been developed using six CCD cameras each one with the addition of an specific

filter. A Jetson TK1 microcomputer acts as the interface between the sensors and the

flight controller. This microcomputer is also used for a faster response in the image

processing during the flight. The Normalized Difference Vegetation Index (NDVI) is

computed from the aerial imagery obtained.

Several studies have been focused to determine vegetation indices through multi-

spectral imagery in order to understand the vegetation status. In [18] a relationship

has been established between Stem Water Potential (SWP) and the NDVI of canopy

through the analysis of multispectral aerial imagery. The purpose of this study is to

manage water application rate treatment to an orchard. They use two Commercial-off-

the-shelve (COTS) cameras Canon ELPH110HS to capture visible and near-infrared

radiation from vegetation. Aerial imagery was taken with 75% of overlap at 60 m of
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altitude. In [19], the model of the Leaf Area Index (LAI) and the NDVI are obtained

from hyperspectral imagery. In [20], a comparison has been done between a commer-

cial and a modified digital cameras. Green Normalized Difference Vegetation Index

(GNDVI) is computed with imagery collected from both cameras. Chlorophyll content

is also estimated using the triangular Greenness Index (TGI). In [21], a chlorophyll

map has been created from aerial hyperspectral imagery. Agisoft Photoscan software

has been used for the image processing.

The use of rotorcraft vehicles in these kind of applications is vastly used due to

the easy incorporation of imaging devices in these platforms. Next will be mentioned

several imaging systems tested on rotary-wing UAV’s. In [22], an assessment of crop

damage by hailstorm in potatoes has been made using aerial imagery provided by a

quad-rotor. This study has been made obtaining and analyzing the Green Normalized

Difference Vegetation Index (GNDVI). A NiteCanon ELPH110 camera has been used

in this research. Modifying the camera, the blue band was made more sensitive to

near-infrared radiation. The image processing is done with MATLAB. In [23], stress

detection in a citrus orchard has been made with an aerial imaging system composed

by two cameras. One camera is a XNite Canon SX230 intended to capture green, blue

and near-infrared radiation. The second camera is a Tetracam model; MATLAB is used

for the image processing. The GNDVI is computed using both cameras and obtained

data is compared. In [24], multispectral and hyperspectral imaging systems has been

proposed to collect imagery to compute the NDVI. Spectrometer-based cameras were

used as hyper-spectral sensors. Three cameras were used as multispectral sensors. One

camera captured a RGB image while the other two are used to capture near-infrared

and red edge radiation. In [25], a dual-SLR camera system has been used to obtain

multispectral imagery. One camera has been modified to be sensitive to near-infrared

radiation so, RGB plus a near-infrared band can be captured by the system. The flight

trajectories were created with GeoScan Planner which is mission planning software.

AgiSoft PhotoScan was used to create the orthomosaics from the aerial imagery. The

analisys of the images led to the color characteristics of the vegetation obtained using
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a specialized algorithm proposed by the authors. In [26], a multispectral camera is

attached to an UAV for wheat cultivar monitoring. The NDVI was computed from

imagery obtained from a RedEdge-M. Mission Planner was used to plan the flight tra-

jectories performed; overlaps used were 70% and 80%. In [27], a multispectral camera

system has been developed by the authors using one camera compatible with the Rasp-

berry Pi. Multispectral imagery was obtained through a set of interchangeable external

filters over the camera as in Fig. 1.3.

Figure 1.3: Imaging system with external filters.

A different method to obtain multispectral imagery has been proposed in [28] where

a consumer camera is modified adding a blue gel filter. The modification of the camera

using the blue filter allows the camera to keep the red sensitivity in the red band and

makes the blue band to be more sensitive to near-infrared radiation. In [29], an ADC

Lite camera is equipped on a quad-rotor to collect imagery for the computation of the

NDVI. Flight tests were made at 7 meters of altitude. Images taken are georeferenced to

generate orthomosaics of the covered area. The image matching by features is developed

by the authors and then compared with the commercial software Pix4D. Fig. 1.4 shows

the UAV used and the NDVI obtained.

In [30], a Condor-1000 MS5 5 CCD multi-channel is used as the imaging sensor to

collect aerial imagery on a single rotary-wing vehicle. Collected imagery is used to

compute the NDVI. Fig. 1.5 shows the UAV used and the computed NDVI.

In [31], a complete imaging system has been developed integrated by a thermal

camera and a Tetracam camera controlled by a microcomputer. The camera trigger
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(a) Description of the imaging system
mounted on a quad-rotor.

(b) NDVI.

Figure 1.4: Implementation of a multispectral imaging system for NDVI computation.

is performed according to specific way-points in the flight plan. GPS data of trigger

points is stored in the images metadata. The photogrammetric parameters used for

the orthomosaic generation are 75% for end lap and 60% for side lap at 100 meters of

altitude. Later image processing is made with AgiSoft PhotoScan. The Crop Water

Stress Index (CWS) and the NDVI were obtained from the aerial imagery collected.

Clorophyll map was also obtained computing the Gitelson-erzlyak index. In [32], a

lightweight hyperspectral imaging system has been developed on a octa-rotor as in Fig.

1.6. The intended weight of the system is 2 Kg. The system consists in a spectrograph,

a camera, a GPS unit, a microcomputer and a frame grabber. Images obtained were

aligned into an orthomosaic with Agisoft Photoscan Pro software.

In [33], a multispectral camera is attached to an UAV in order to obtain NDVI from

multispectral imagery of a vineyard according to the experiments reported. Spectral

data obtained from the camera is compared with ground data obtained from a spec-

trometer. The multispectral sensor used is the Tetracam ADC-lite camera. Pictures

were taken every 5 seconds at 150 meters of altitude. In [34], an hyperspectral imaging

system that does not require reference ground targets for reflectance calibration has

been proposed. This system is composed by a Samsung NX300 digital camera, and a
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(a) Rotary-wing vehicle. (b) NDVI.

Figure 1.5: Multispectral imaging system implemented in a rotary-wing vehicle.

Figure 1.6: Hyperspectral imaging system implemented on a octa-rotor.

spectrometer. A microcomputer is also equipped to trigger the camera and store GPS

data of trigger points. A Pixhawk autopilot is used to perform the flights. Flight tests

were made at 100 meters of altitude with 75% of end lap and 65% of side lap.

Multi-rotor platforms are not only used for index computation, they are also used

for 3D reconstruction as in [35], where a low-cost imaging system designed by the

authors has been proposed using a Pixhawk autopilot as flight controller and a Canon

PowerShot S100 camera. Imagery collected is processed using Pix4D for 3D surface

modeling. In [36], 3D modeling of wetlands is done for delineation and classification.

Images are taken with 80% of overlap at 120 meters of altitude. Structure-from-Motion

(SfM) computer vision techniques are used to derive ultra-high resolution point clouds,

orthophotos and 3D models from the multi-view photos taken with the UAV. Image

processing is made with Agisoft PhotoScan software.
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Instead of using multi-rotor platforms, many applications used fixed-wing UAV’s.

The use of these kind of platforms allows to cover larger areas. The following researches

are implemented in these kind of aerial vehicles. In [37], two Panasonic cameras were

used to obtain the NDVI. Flight tests are performed at 122 meters of altitude and 80%

of overlap. Agisoft PhotoScan is used to correct the images. In [38], multispectral

imagery obtained by the UAV is analyzed to estimate chlorophyll content in plants.

Two Canon S-95 cameras and a Thermal camera are used. One of the Canon cameras

was modified to be sensitive to near-infrared radiation. EnsoMOSAIC was used to

generate the orthomosaics. A chlorophyll meter was used to establish a relationship

between multispectral imagery and corresponding measures. This led to chlorophyll

estimation. In [39], a system designed to collect georeferenced aerial imagery featuring

a GhostFinger camera was developed. This device can be triggered externally with

another device, and also be coupled with a GPS module to georeference images when

are taken. gRAID and World Wind were used to do the image processing. The platform

used in that work is shown at Fig1.7.

Figure 1.7: Imaging system implemented in a fixed-wing UAV platform.

In [40], a low-cost multispectral imaging system is developed using a Canon S100.

A dual-band filter is added to the camera to allow the capture of red and near-infrared

wavelengths. Results obtained with the camera were compared with results obtained

with a RedEdge-M as is shown in Fig 1.8. Experiments were made over an apple orchard

with an altitude of 94 meters.

In [41], another multispectral aerial imaging system has been developed featuring
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Figure 1.8: NDVI obtained with a modified digital camera and a RedEdge-M.

Point Gray Chameleon cameras and a fixed-wing UAV. The system is able to collect

aerial imagery according to trigger events commanded by the flight controller. Images

are taken and georeferenced during flight with the use of a microcomputer. Cameras are

monochromatic containing each one a customized filter, allowing the capture of visible

and a near-infrared reflectance images. Pixhawk autopilot was used as flight controller.

Mission planner was used to plan the flight trajectory with overlaps of 75%. Pix4D

was used to generate the required orthomosaics. To align both images, a set of control

points were selected to generate a transformation function between the two images.

Then the NDVI was calculated from these images. Fig. 1.9a shows both orthomosaics

while Fig. 1.9b shows the computed NDVI.

(a) Red and near-infrared reflectance orthomo-
saics. (b) NDVI.

Figure 1.9: Orthomosaics obtained from aerial imagery.

3D mapping is also made by fixed-wing platforms as in [42], where it is shown the
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design and construction of an aerial imaging system for 3D reconstruction. The UAV

system is composed by a 3DR Robotics autopilot. A digital camera Sony NEX 7 is

mounted on the drone and the trigger is controlled by the flight controller through an

IR trigger device. The trajectory was planned using Mission Planner with an overlap

of 75% between images and flight lines. Reconstruction was obtained by using Pix4D.

The system can be seen at Fig 1.10.

(a) Fixed-wing platform. (b) Imaging system.

Figure 1.10: Aerial imaging system implemented in a fixed-wing platform.

In [1], a low-cost system is developed to produce a 2D and 3D model of the area

covered by the UAV shown in Fig. 1.11. A Sony NEX-6 DSLR is used as the imaging

sensor. The trigger was performed trough an IR shutter. Images were georeferenced

using the coordinates of the trigger points stored in the log file of the flight. Agisoft

photoscan was used for image processing. Mission Planner was used to plan the trajec-

tories. The altitude of the flights was set to 80 meters of altitude and overlaps of 80%

and 60%.

In [43], an imaging system to map and monitor sand dunes and beaches was devel-

oped using the SenseFly platform. The camera used is the Canon Ixus 220 HS. Mission

was planned using the eMotion software package that was provided by the platform.

Using Agisoft Photoscan, the images obtained were corrected and processed to extract

point clouds and build a surface model and orthomosaics.

There are some researchers that uses multiple UAV platforms to implement their

imaging applications. Next will be mentioned some cases. In [44], aerial imagery has

24



Figure 1.11: Fixed-wing platform used in [1] to produce a 2D and 3D model of a
predefined area.

been obtained using both fixed-wing and a rotary-wing UAVs. The main objective was

to map the terrain at 300 and 100 meter of altitude, respectively. The camera equipped

on the plane is a Pentax Optio. The camera equipped on the multi-rotor is a Sony

Alpha NEX-5N. Flights were conducted with 60% and 30% of overlap. Using similar

platforms, in [2], multispectral and hyperspectral imaging systems were developed using

a MT9P031 Aptina CMOS sensor and a Fabry-Perot interferometer-based as imaging

sensors, respectively. Flight tests were conducted at 150 meters of altitude with 70%

and 80% of overlap. Fig. 1.12 shows the Fabry-Perot interferometer-based sensor used

as hyperspectral sensor.

Figure 1.12: Hyperspectral imaging system used in [2].
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In [3], a Vertical-Take-Off and Landing (VTOL) multi-rotor and a fixed-wing plat-

form were used to test the implementation of aerial imaging systems. A camera module

compatible with a Raspberry Pi was equipped on the multi-rotor. On the fixed-wing,

a GoPro camera was used. Data obtained was stored in the microcomputer. The

quad-rotor used in this research is shown at Fig. 1.13

Figure 1.13: Quad-rotor for the implementation of an imaging system used in [3].

In [4], rotary-wing and fixed-wing UAVs were used for echohydrology model predic-

tions by performing aerial imaging. The sensing devices used on the fixed-wing were: a

Canon SD900, a Tetracam camera and a FLIR thermal camera. On the rotary-wing a

Canon EOS5D, a FLIR thermal camera and a Hero HD camera were used. The UAVs

used are shown at Fig. 1.14.

(a) Fixed-wing platform. (b) Rotary-wing platform.

Figure 1.14: Platforms used for echohydrology application [4].

In [5], two platforms were developed for multispectral and thermal imaging purposes.
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The first is a rotary-wing and the other is a fixed-wing. As imaging sensors, two devices

were used: a) a MCA-6 from Tetracam with 6 individual sensors and interchangeable

filters, and b) the thermal Thermovision A40M camera. Some indices were computed

from the aerial imagery collected such as: the NDVI, Leaf Area Index (LAI), and

Photochemical Reflectance Index (PRI). The UAV used and results are shown in Fig.

1.15

(a) Rotary-wing platform.

(b) Thermal image.

Figure 1.15: Thermal imaging with a rotary-wing vehicle implemented in [5].
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CHAPTER 2

Theoretical knowledge

2.1 Introduction

UAVs, specially quad-rotors, are controlled using electronics control systems and

sensors. They are composed by several elements: a frame, Electronic Speed Controllers

(ESC’s), motors, propellers, a battery, a flight controller and an Inertial Measurement

Unit (IMU). IMU is used to get the current information of quad-rotor attitude con-

sisting of a 3-axis accelerometer, gyroscope and magnetometer. The combination of

the IMU and an on-board processing system is known as Attitude Heading Reference

System (AHRS) [45]. The GPS module gets the quad-rotor absolute position. Other

components as the barometer, ultrasonic and infrared sensors are used to determine the

absolute altitude. Quad-rotors can bee equipped with any kind of camera for vision

and mapping applications.
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Figure 2.1: Quad-rotor inertial and body frame.

2.2 Quad-rotor Model

If a quad-rotor is considered as a rigid body, their dynamics can be explained using

Newton-Euler equations. According to Fig. 2.1, each propeller rotates at an angular

velocity ωi producing a corresponding force fi directed upwards and a counteracting

torque τi directing at the opposite direction to the direction of rotation 1. The propellers

with angular speed ω1 and ω2 spin clockwise while the other two spin counter-clockwise,

1Here i = 1, 2, 3, 4 represents each propeller
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see Fig. 2.1. Attitude and position, i.e. pose, of the vehicle can be reached by variating

the thrust of an specific rotor. The four rotors generate their corresponding angular

velocity, torque and force.

2.2.1 Airspeed and groundspeed

Considering that the vehicle is always located in the air, the velocity of the vehicle

with respect to the surrounding air is denoted as Va, and the ground speed, represented

by the velocity with respect to the inertial frame is denoted as Vg. These velocities are

related as follows

Va = Vg − Vw (2.1)

Where Vw is the wind velocity relative to the inertial frame. The aircraft velocity Vg

can be expressed in the body frame in terms of its components along the ib,jb and kb

axes as

V b
g =


ui

vj

wk

 (2.2)

Where V b
g is the velocity of the aircraft with respect to the inertial frame, as expressed

in the body frame.

2.2.2 Euler equations

Euler angles represent a sequence of three elemental rotations as in Fig. 2.2. Since

any orientation can be achieved by composing three elemental rotations. These rota-

tions start from a known standard orientation. The combination used is described by

the following rotation matrices as in [6]:

R(ψ) =


cosψ sinψ 0

− sinψ cosψ 0

0 0 1

 (2.3)
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Figure 2.2: Euler angles [6].

R(θ) =


cos θ 0 − sin θ

0 1 0

sin θ 0 cos θ

 (2.4)

R(ϕ) =


1 0 0

0 cosϕ sinϕ

0 − sinϕ cosϕ

 (2.5)

So, the inertial position coordinates and the body reference coordinates are related by

the rotation matrix obtained from computing

R(ϕ, θ, ψ) = R(ϕ)R(θ)R(ψ) (2.6)

Substituting (2.3), (2.4) and (2.5), the rotation matrix is now defined as

R(ϕ, θ, ψ) =


CθCψ CθSψ −Sθ

SϕSθCψ − CϕSψ SϕSθSψ + CϕCψ SϕCθ

CϕSθCψ + SϕSψ CϕSθSψ − SϕCψ CϕCθ

 (2.7)
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were C∗ and S∗ are the abbreviation of cos(∗) and sin(∗), respectively.

The first group of kinematic equations need to express translational velocity in terms

of velocity components in the body frame. The aircraft position vector p has its com-

ponents px, py, and pz located in the frame F I while velocity components from (2.2) are

expressed in frame F b. To relate these two groups of variables, a time differentiation

and a rotational transformation need to be applied as shown below:

d

dt


px

py

pz

 = R(ϕ, θ, ψ)


u

v

w

 = R(ϕ, θ, ψ)−1


u

v

w

 (2.8)

Due to the time derivative of position in the inertial frame F I , a rotation Rv
b needs

to be used in (2.8) in order to obtain velocity components with respect to the inertial

frame F I , so the inverse of (2.7) must be replaced. Substituting these matrix, position

vector is expressed as in [46] as:


ṗx

ṗy

ṗz

 =


CθCψ SϕSθCψ − CϕSψ CϕSθCψ + SϕSψ

CθSψ SϕSθSψ + CϕCψ CϕSθSψ − SϕCψ

−Sθ SϕCθ CϕCθ



u

v

w

 (2.9)

Another relationship that need to be defined is the one between the angular positions:

ψ, θ, and ϕ; and the angular rates: p, q, and r. The time derivatives of angular positions

are not equal to the angular rates because these two groups of variables are expressed

in different coordinate frames. The Euler angles are defined subsequently along three

different coordinate frames while the angular rates are defined in the body frame [46].

To obtain the equation that relates Euler angles and angular rates, angular rates need
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to be expressed as 
p

q

r

 =


ϕ̇

0

0

 +R(ϕ)


0

θ̇

0

 +R(ϕ)R(θ)


0

0

ψ̇

 (2.10)

Roll angle is already defined in body frame so it does not need a rotation. Pitch and

yaw angles need an appropriate rotation so they can be defined in the body frame, so

R(ϕ), and R(θ) need to be substituted to obtain a simplified expression as follows


p

q

r

 =


1 0 − sin θ

0 cosϕ sinϕ cos θ

0 − sinϕ cosϕ cos θ



ϕ̇

θ̇

ψ̇

 (2.11)

Multiplying both sides in (2.11) by the inverse matrix and rearranging the equation,

expressions for the derivatives of the angular positions can be found in terms of angular

positions and angular rates in the next equation:
ϕ̇

θ̇

ψ̇

 =


1 sinϕ tan θ cosφ tan θ

0 cosϕ − sinφ

0 sinϕ sec θ cosφ sec θ



p

q

r

 (2.12)

2.2.3 Newton equations

The rotational motion equation of the aircraft can be obtained using Newton’s second

law obtaining the time derivative of angular momentum as expressed next:

~̇H = ~M (2.13)

where ~M is the total external moment acting on the center of mass and ~H is the

angular momentum. Classically, the angular momentum vector ~H is defined as the
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cross-product of the position vector ~r and the momentum vector ~p as:

~H = ~r × ~p (2.14)

Moment ~H can be expressed as its vector form as:

~H =


Hx

Hy

Hz

 =


ypz − zpy
ypx − zpz
ypy − zpx

 (2.15)

The expression for angular momentum that describes the rate of change with respect

of time of a rigid body about its center of mass is given by:

~̇H =
∑
i

~ri ×mi ~̇ri (2.16)

Where ri is the position vector of a particle mi. In this case, the position of all the

particles are fixed in the body, so the velocity of each particle is defined by:

~̇ri = ~ω × ~ri (2.17)

As it is already know, ~ω is the body angular velocity. In this case the body is the quad-

rotor, hence it is assumed that it has a continuous mass distribution, so the particle

mass can be represented by its density times an elemental volume ρdV . So now, the

expressions of velocity and elemental volumes can be substituted, thus the summation

expression in (2.16) can be replaced by an integral as follows:

~H =

∫
v

ρ~r × (~ω × ~r)dV (2.18)

where ~r is expressed as:

~r = xî+ yĵ + zk̂ (2.19)
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On the other hand, the vector cross product can be defined as:

~r×(~ω×~r) = [(y2+z2)p−xyq−xzr]̂i+[(x2+z2)q−yxp−yzr]ĵ+[(x2+y2)r−zxp−zyq]k̂

(2.20)

Using the previous equations, we can define the moments of inertia as:

Ixx =

∫
v

ρ(y2 + z2) dv

Iyy =

∫
v

ρ(x2 + z2) dv

Izz =

∫
v

ρ(x2 + y2) dv

Ixy = Iyx =

∫
v

ρ(xy) dv

Ixz = Izx =

∫
v

ρ(xz) dv

Iyz = Izy =

∫
v

ρ(yz) dv

(2.21)

It is assumed that the four arms of the quad-rotor are symmetric and are aligned with

the x and y axes. This leads to a diagonal inertia matrix, which is a diagonal matrix I

where Ixx and Iyy are equal. 
Ixx 0 0

0 Iyy 0

0 0 Izz

 (2.22)

This leads to determine the equations of the particles mi of the system, that are defined

by [6] as follows:

mx = ṗIx − qrIy + qrIz

my = q̇Iy + prIx − prIz

mz = ṙIz − pqIx + pqIy

(2.23)

From the Newton equation we have:

~F = m~̇v (2.24)
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where ~F is defined as the total external force acting on the quad-rotor, ~v is the absolute

velocity of the center of mass and m is the mass of the quad-rotor [47]. The vector

~F can be expressed in terms of the x, y and z components as:

~F = Fxî+ Fy ĵ + Fz ẑ (2.25a)

And velocity vector is defined as in (2.2) as:

~v = uî+ vĵ + wk̂ (2.25b)

The quad-rotor is rotating with angular velocity, the absolute acceleration can be ex-

pressed as:

~̇v = ~̇vb + ~ω × ~v (2.26)

where ~̇vr is the acceleration seen from the body axis. This therm and the angular

velocity can also be described in terms of a vector form as:

~̇vb = u̇î+ v̇ĵ + ẇk̂

~ω = p̂i+ qĵ + rk̂
(2.27)

Expanding the cross product in (2.26), the equation results in:

~ω × ~v = î(wq − vr)− ĵ(wp− ur) + k(vp− uq) (2.28)

Considering force components in (2.25a) with gravitational force terms, the three force

components can be written as follows:

F =


Fx−applied −mgsin(θ)

Fy−applied +mgcos(φ)

Fz−applied +mgcos(θ)cos(φ)

 (2.29)
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Also we can express each term of (2.25a) using (2.28) in (2.24) as follows:

Fx = m(u̇+ wq − vr)

Fy = m(v̇ + wp− ur)

Fz = m(ẇ + vp− uq)

(2.30)

Finally the quad-rotor equations of motion are given by (2.30), (2.9) and (2.12).

2.3 Multispectral properties of vegetation

The health status of vegetation can be determined by analyzing and comparing

specific radiation reflected by plants. This method allows to determine whether a plant

is dry, stressed or healthy. Available spectrum reflected by a plant that can be sensed

by electronic sensors is ranged from the visible spectrum to the thermal spectrum.

Specific wavelengths within this range of electromagnetic radiation is bounded to certain

characteristics of the plant. In this section, the relationship between health status and

radiation reflected by a plant will be explained.

2.3.1 Optical aspect of photosynthesis and its relationship with

vegetation stress

As mentioned, health status of a plant can be identified thanks to an interesting

relationship that exists between vegetation stress and photosynthesis. Photosynthesis

is a biochemical process carried out mostly by plants to convert light energy naturally

from the sun, into chemical energy that can be later released to fuel the organisms

activities. The chemical energy generated is stored in carbohydrate molecules, such as

sugars, which are synthesized from carbon dioxide and water. In most cases, oxygen is a

by-product released [48]. This process always begins when energy from light is absorbed

by proteins called reaction centers that are held inside organelles called chloroplasts.

Chloroplasts are most abundant in leaf cells and contain green chlorophyll pigments.
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Chlorophyll is a pigment that allows light absorption in a plant. There are two types

of chlorophyll which absorb different spectra of light: Chlorophyll A and B.

Chlorophyll A is the most common photosynthetic pigment. It naturally has an

excellent visible light absorption property [49]. In this spectrum, chlorophyll tends to

absorb violet, blue and red wavelengths while green wavelengths are reflected. This can

be noticed as plants are mostly green to our eyes. Chlorophyll participates mainly in

oxygenic photosynthesis in which oxygen is the main by-product of the process. All

oxygenic photosynthetic organisms contain this type of chlorophyll. Similarly, chloro-

phyll B primarily absorbs blue light and is used to complement the absorption spectrum

of chlorophyll A by extending the range of light wavelengths that a photosynthetic or-

ganism is able to absorb. Both of these types of chlorophyll allow maximum absorption

of light in the blue and red spectrum.

Carotenoids are another pigments in plants that also absorbs light, but dont produce

energy themselves. They must pass that energy onto the chlorophyll, then it can utilize

that energy to create carbohydrates. Carotenoids also provide protective properties to

plant cells that help protect the plant from elements such as ultra-violet light. Fig. 2.3

shows the absorbance spectrum for chlorophyll and carotenoids. It can be seen that

indeed, the main light absorbance due to photosynthesis occurs around blue and red

wavelengths.

Considering the previous information, monitoring chlorophyll will help determining

the productivity of the plant [50]. The productivity of a plant can be affected by

many stress factors, such as drought, which is a stress factor that affects primarily

the photosynthetic activity in plants. This, due to the chlorophyll level reduction in

the plant [51]. A change in chlorophyll content is one of the most common symptoms

of plant stress. So, that is the reason why photosynthesis is strongly attached to the

health of a plant. However, chlorophyll does not last for a long time. In the autumn

or winter months, leaves in the plants start changing colors from green into shades of

gold, brown, red, and burgundy. This happens due to the lack of chlorophyll content

letting the carotenoids pigments become visible.
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Figure 2.3: Absorption spectra of chlorophyll and carotenoids.

In common green leaves, photosynthesis occurs in two types of mesophyll cells: those

in palisade tissue and those in sponge tissue. Palisade and sponge tissue cells contain

chloroplasts, and chloroplasts contain chlorophyll. Palisade tissue cells, which face

toward the upper surface, generally contain more chloroplasts than sponge tissue cells.

Therefore, the upper surface of the leaf is greener that the lower surface. When a leaf is

exposed to sunlight, the biochemical molecules in the mesophyll cells will absorb some

wavelengths. This absorption results in a high-energy state, or excited state. Based on

the different molecular absorption or reflection characteristics of the biochemicals, their

concentrations in leaves can be deduced from the leaves reflection spectra. The sponge

tissue in leaves controls the amount of energy reflected by the near-infrared reflection.

Sponge tissue lies below the palisade tissue and consists of cells and intercellular spaces.

Oxygen and carbon dioxide exchange here during the photosynthesis. The large amount

of near-infrared energy that is reflected by leaves is due to multiple scattering between

cell walls and air gaps [52]. Fig. 2.4 shows the internal structure of a leaf.

Concerning the near-infrared spectrum, wavelengths near 700 nm related to reddish

hues are also crucial for plant stress detection and the estimation of leaf chlorophyll
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Figure 2.4: Internal structure of a plant [7].

content [53]. The near-infrared spectrum is a region where biochemical absorptions are

limited to the compounds typically found in dry leaves, primarily cellulose and other

structural carbohydrates [54]. In a typical green leaf, the near-infrared reflectance

increases dramatically about 76%. The reasons that healthy plant canopies reflect so

much near-infrared energy are basically two: the leaf already reflects 40 to 60% of

incident near-infrared energy from spongy mesophyll, and the remaining 45 to 50% of

the energy penetrates through the leaf and can be reflected once again by leaves below

it. Because the photon energy at wavelengths longer than about 700 nanometers is not

large enough to synthesize organic molecules. A strong absorption at these wavelengths

would only result in overheating the plant and possibly damaging the tissues.

Infrared wavelengths reflected by plants are also important to determine plant stress.

Rays of those wavelengths are likely to pass through many more interfaces of the leaf

than the corresponding light rays of the visible wavelengths. As a consequence, near-

infrared radiation gets trough cell structure of the plant interacting with it and giving

information about it [55]. When plants are actively photosynthesizing, they reflect or

scatter near-infrared light. On the contrary, when photosynthesis has an abnormal
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behavior, plants get stressed due to the absorption of near-infrared wavelengths. Near-

infrared radiation causes overheating and tissue damage.

2.3.2 Vegetation curve and spectral bands of vegetation

There is a characteristic curve that concerns on vegetation’s health. This curve

is composed by reflectance values along visible and near-infrared spectra. Fig. 2.5

illustrate three reflectance curves for vegetation at different stages according to the

health status. Analyzing Fig. 2.5, healthy and stressed vegetation absorb red radi-

Figure 2.5: Reflectance curves for vegetation at different stages [8].

ation at similar rate. Near infra-red reflection drastically decreased from healthy to

stressed vegetation. Stressed to dry vegetation increased drastically its reflectance in

red wavelengths, while near-infrared reflection slightly decreases. Considering that, the
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wavelengths that presents a notable change in reflectance values according to the health

status of a plant are ranged from 600 to 800 nm. Green radiation can be used also to

determine some features of vegetation but mostly red and near-infrared wavelengths

are studied to identify plant diseases.

In the following subsections, information about the most relevant bands is addressed,

mentioning their relationship with important vegetation features.

Green band

The green band corresponds to wavelengths between 500 and 600 nm. This band

has the greatest reflectance of a plant in the visible spectrum. It is strongly associated

with the amount of chlorophyll that a plant contains. As mentioned before, chlorophyll

absorbs red and blue wavelengths but reflects green wavelengths mostly in summer

when chlorophyll is at its maximum. On the other hand, in fall there is less chlorophyll

in the leaves, so there is less absorption and proportionately more reflection of the red

wavelengths, making the leaves appear red or yellow.

Red band

The red band is ranged between 600 and 700 nm of the visible spectrum. In this

band exists the strongest chlorophyll absorption. For most crops this band gives an

excellent contrast between the plants and the soil. It is extensively used for compiling

most of the vegetation indices in agriculture.

Red edge band

This is a narrow band located between 700 and 740 nm approximately. As in Fig. 2.6,

it is the point of sudden change in reflectance, from strong absorption of red radiation to

substantial reflection of near infrared in healthy vegetation. This band is very sensitive

to plant stress and it also provides information about the chlorophyll [14].
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Figure 2.6: Reflectance curve of vegetation [8].

Near-infrared band

In larger wavelengths, there is located the near-infrared band. This band corresponds

to wavelengths located from 770 to 2500 nm. This band has the strongest reflectance

of the bands previously mentioned. A highly significant variation of the reflectance

in this band is produced when a plant is under stress. Near-infrared reflection is also

related to the chlorophyll content in a plant [56]. This portion of the electromagnetic

spectrum provides critical data to monitor changes in crop health like moisture and

stress analysis, water management and plant counting. A plant with more chlorophyll

will reflect more near infrared energy than an unhealthy plant.

Short-wave infrared band (SWIR)

SWIR ranges from 0.9 to 1.7 µm. A large absorption by leaf water occurs in this

spectrum and the reflectance from plants thereby is negatively related to leaf water

content. An increased reflectance in these wavelengths is the most consistent leaf re-

flectance response to plant stress in general, including water stress [57]. This can be

seen at Fig. 2.7.
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Figure 2.7: Extended reflectance curve of vegetation [9].

2.3.3 Vegetation indices

Information obtained from multiple spectral bands can be used to determine health

status of the vegetation through image processing using specific algorithms. These

algorithms are designed to provide the so-called vegetation indices, which commonly are

the ratio between the functions of pixels values in different spectral bands. Vegetation

indices can be defined as dimensionless, radiometric measures that work as indicators

of relative abundance and activity of green vegetation.

An image containing vegetation can be processed in order to obtain a specific vege-

tation index. The spectral information needed may be extracted from the pixel value

of the required band. Then, the value will be used as input into the vegetation index

function. This process is applied to every pixel in an image. As a result, a new image

containing a vegetation index value for each pixel will be obtained. The range of the
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values of the image would vary according to the index.

There are many vegetation indices that determine certain vegetation characteristic

that is being monitored like water stress or chlorophyll level. They also may vary ac-

cording to the spectral bands that are required to compute the index. Some use visible

spectrum bands like the Normalized Difference Vegetation Index (NDVI) and Normal-

ized Difference Red Edge(NDRE) index that uses red edge and red bands. Others

require from near-infrared to short-wave infrared radiation to compute the index the

Crop Water Stress (CWS) that requires two specific bands in the thermal range.

2.3.4 Normalized Difference Vegetation Index

A popular vegetation index that allows to identify and quantify vegetation health is

the Normalized Difference Vegetation Index (NDVI). This index is obtained by com-

puting the ratio between the subtraction and the sum of near-infrared radiation and

red radiation reflected by a plant as follows

NDV I =
ρNIR − ρR
ρNIR + ρR

(2.31)

where ρNIR corresponds to the near-infrared reflectance value of the pixel and ρR cor-

responds to the red reflectance value of the pixel. The red pixel value may be obtained

from the red band of the visible reflectance image.

NDVI is ranged from 1 to -1. As previously mentioned in the last subsection, healthy

vegetation absorbs most of visible light but the reflectance of the infrared tends to rise

dramatically. According to (2.31), the previous conditions will lead to a NDVI value

close to 1. Unhealthy vegetation reflects the majority of visible light spectrum but near-

infrared reflection will decrease. Analyzing (2.31) again, with these new conditions,

NDVI values close to 0 will be obtained.

We may say that having low NDVI values is translated into a low chloro-

phyll concentration, which is an indicator of infestation, bad nutrition or lack

of water. Having high NDVI values means that the vegetation is healthy.
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In order to obtain the corresponding NDVI values from a certain region, we have to

perform certain image computations from the pixel values of the corresponding aerial

imagery. For that, it is required to have a pair of images:

a) a near-infrared reflectance image;

b) visible reflectance image.

After the image processing of the two images, the NDVI can be computed.
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CHAPTER 3

Methodology

Alternatively to the use of commercial multispectral sensing devices, in this work a

low-cost alternative system has been developed in order to obtain similar multispec-

tral imagery with the use of standard digital cameras. The use of such cameras have

some cons with respect to the use of commercial ones. These disadvantages are listed

next. Some digital cameras can only be triggered mechanically with an external button

making the trigger task hard to handle during flights. Another limitation is that the

storage of a picture in the external memory of the cameras is not fast using its native

firmware. Finally, unlike specialized multispectral sensors, digital cameras lack of an

automatic georeference system.

In this chapter, the methodology developed to achieve the main objective of the

project is explained. The content is divided in many subsections related to the equip-

ment, devices and software used as well as all the steps involved in this process.
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3.1 System description

The main contribution of this work is the implementation of a low-cost and easy-

to-implement Unmanned Aerial System able to collect multispectral imagery for crop

monitoring. Such system is composed of hardware and software parts. The complete

system will be responsible for: a) acquiring the images from a predefined crop field or a

desired area; b) processing the images into orthomosaics that will be used to compute

the NDVI of the selected region. For that, an UAV is constructed and equipped with

a two-camera rig, autopilot, external sensors and a microcomputer. All these parts are

connected as Fig. 3.1 shows.
 

 Flight 

controller 

Micro-

computer 
Cameras 

Image 

correction 

Time stamp 

 Geo-tagging 

Image 

merging 

Flight 

plan 

NDVI  

orthomosaic 

In-flight image acquisition 

Image post-processing 

NDVI  

Figure 3.1: The overall aerial imaging system architecture.

As shown in Fig. 3.1, the complete system is divided in two main processes. The

first section is related to the in-flight image acquisition and is composed by the imple-

mentation of the imaging system on the UAV. The second section corresponds to the

image processing of the aerial imagery which involves the use of software implemented

off-line.
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3.1.1 Hardware components

The quad-rotor used in this system as well as all its parts are shown in Fig. 3.2. It is

basically composed of a flight controller and a set of sensors and communication devices,

a set of motors, drivers and propellers, a battery, a microcomputer and a camera rig

composed of two digital cameras. The quad-rotor is equipped with a radio receiver to 
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Motor 
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Figure 3.2: Quad-rotor components equipped with the imaging system.

receive commands from a radio control. A 433 MHz telemetry is also equipped in the

drone to receive information from the sensors and flight into the visual interface at the

ground station. The microcomputer mounted in the drone is a Raspberry Pi. To power

the microcomputer a 5v Universal Battery Eliminator Circuit (UBEC) is used. To arm

the vehicle there is a safety switch located at the top of the frame as shown at Fig. 3.2.

The specifications of the quad-rotor are listed in Table 3.1.

The CUAV Pixhack autopilot was used over the Pixhawk due to some improvements.

In this device, the IMU has been isolated from vibrations. The IMU sensors are mounted

in a floating platform to ensure most accurate sensor readings. In addition the IMU

platform features a large anti-interference shield which ensures the sensors will not
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Parameter Value
Span 50 [cm]
Height 24 [cm]
Weight 1.4 [kg]
Propulsion Brushless motor 760 [kv]

Propeller 10x4.5 [in]
Max. Load 3.3 [kg]
Battery type Li-Po 4s

Capacity 5000 [mAh]
Flight controller Pixhack v3
Firmware ArduCopter 3.5.5
Estimated flight time 15 [min]

Table 3.1: Quad-rotor parameters.

report false values [58].

Due to the low cost and light-weight, two Mobius ActionCam cameras were chosen

to collect the multispectral imagery needed. The specifications of the camera are shown

in Table 3.2. These cameras were located at the bottom of the UAV just bellow the

Mobius ActionCam
Parameter Value
Focal length 2.1 [mm]
Image size 2304× 1536 [pixels]
Sensor size 5.07× 3.38 [mm]
Horizontal FOV 60◦

Vertical FOV 90◦

Weight 38 [gr]

Table 3.2: Camera parameters.

battery as can be seen in Fig. 3.2. To attach the cameras to the quad-rotor frame a

3D printed mounting structure was designed as seen in Fig. 3.3.

3.1.2 Software components

Part of the software used in the system is based on open-source software available on

the Internet. However, certain specialized software has been developed by the authors.
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(a) Frontal view. (b) Side view.

Figure 3.3: Cameras mounting rig developed in the LAB.

The firmware used for the flight controller is ArduCopter 3.5.5 developed by ArduPilot.

This platform is widely used to control UAS. A compatible ground control interface is

also available to use along ArduPilot platform [59]. This interface is Mission Planner.

Mission Planner is a graphic interface that allows the user to visualize the parameters of

the UAV , i.e., attitude, heading and GPS status. It also allows to configure parameters

of the flight controller and plan flight trajectories. An image of the interface is shown in

Fig. 3.4. OpenDroneMap (ODM) is an open-source software used to merge the aerial

imagery into orthomosaics. This software is able to generate 2D and 3D models from a

set of aerial imagery [60]. Another open-source software used is Fiji which is an image

processing package [61] that contains several plug-ins useful for scientific image analysis;

the plug-in used to compute the NDVI is named Photo Monitoring. The script executed

by the Raspberry Pi and the scripts dedicated to do part of the image post-processing

were implemented in Python with the use of OpenCV libraries. All these scripts were

developed by the authors.

51



Figure 3.4: Mission Planner.

3.2 Multispectral camera design

To compute the NDVI, it is necessary to obtain red and near-infrared reflectance

values from the vegetation. For this purpose, we have used the two digital cameras

already mentioned. One camera will be used to capture visible spectrum, specifically

the red radiation. This camera will be kept unmodified. The other camera will be

used to capture near-infrared spectrum. To achieve this, the camera will suffer some

modifications in order to make it sensitive to near-infrared radiation.

A standard camera captures wavelengths from 400 to 700 nm approximately. This is

due to an internal IR cut filter that blocks any wavelength longer than 700 nm. Figure

3.5 illustrate the quantum efficiency of the color sensor that the Mobius cameras use.

This plot shows the quantum efficiency for each color according to the Bayer filter in

the Aptina sensor.

According to the quantum efficiency of the sensor, in Fig. 3.5, the three color bands

are sensitive to near-infrared wavelengths that correspond beyond the 700 nm. The red
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Figure 3.5: Quantum efficiency of the Aptina sensor.

band is the most sensitive to near-infrared radiation so it will be convenient to use this

band to acquire this radiation. The only problem is that the camera also contain an IR

cut filter that prevent this radiation to pass into the sensor. Removing this filter allows

the camera to capture wavelengths from the previous limit of 700 to 1100 nm which

is the range of near-infrared spectrum [28]. Additionally, a red filter can be added to

block wavelengths shorter than 600 nm approximately. Fig. 3.6 shows the transmission

curve of a Wratten 25 gelatin filter or commonly called red 25 filter. This filter will

help to block radiations shorter than 600 nm to be sensed by the camera.

With the mentioned modifications, the camera is allowed to capture red to near-

infrared wavelengths. The red band of a modified camera with this method has been

proved to be more sensitive to infrared radiation [37]. As infrared radiation can be

obtained from that band, this reflectance value can be used along red reflectance from

the unmodified camera in 2.31 to obtain the NDVI.

Another filters used are the Wratten 15 and Wratten 25A. The first filter blocks

blue wavelengths letting pass green, red and near-infrared light. Blocking the blue
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Figure 3.6: Wratten 25 transmission curve.

channel allows the camera to capture mostly near infrared light. This modification also

allows the red channel to capture a mix of red and near infrared. There is a difference

between these two filters. The Wratten 25A absorbs wavelengths shorter than 580 nm

approximately so the green is blocked and the light captured in this channel is mostly

near infrared similarly to wratten 25. Green light is not needed to compute the NDVI

so, using any of the previous filters is a viable option for multispectral imaging because

it allows to capture more near infrared spectrum in the bands related to blue and green

which are not being used.

3.3 Flight trajectory

In order to obtain aerial imagery using an UAV, the first step is to establish a

trajectory that the vehicle will follow according to the area of interest. For the trajectory

we have used Mission Planner. Mission Planner is a ground control station interface

compatible with the ArduPilot platform. This software can be connected to any flight

controller based on Pixhawk flight autopilot.
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Trajectories can be done using manual flight modes. The most common manual

modes are mentioned next. STABILIZE mode allows the user to manipulate the vehicle

with the radio control. LOITER mode allows the user to maintain the UAV at a

fixed altitude and fixed position if not any input from the radio is received. Finally,

ALT-HOLD mode allows the user to maintain the UAV fixed at a specified altitude.

Trajectories can also be planned manually using way points at specific locations. These

points will guide the UAV. Another way to elaborate flights trajectories is using polygon

points which will automatically generate a flight trajectory according a selected area.

These kind of trajectories are performed only in AUTO mode. This mode automatically

executes the flight commands specified in a planned flight trajectory. Once the final

trajectory has been created, it can be uploaded to the UAV for a later execution.

The flight trajectory used in this procedure will be planned according to the use

of polygon points around the area that is going to be covered. The default trajectory

generated by Mission Planner using polygon points is a grid. This grid is composed by

flight trips along the selected area.

3.3.1 Photogrammetric Parameters

Post-processed aerial imagery is intended to be merged into an orthomosaic with

OpenDroneMap which is a software that assembles multiple images into an orthomosaic.

If images are not good enough, the merging process will fail or will result in a bad quality

orthomosaic.

Flight trajectory requires to consider some requirements related to basic photogram-

metric parameters in order to obtain an acceptable imagery. These photogrammetric

parameters are the overlaps which will give information about how much distance should

exist between the capture of the images along the trajectory planned and between flight

trips. A flight trip is a linear trajectory included in the flight plan.

There are two kind of overlaps: side laps and end laps. These overlaps exist between

and along flight trips, respectively. Overlaps are shown at Fig. 3.7.
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(a) Side lap. (b) End lap.

Figure 3.7: Graphic representation of overlaps.

End lap can be calculated using (3.1) and is expressed as a percentage as follows

PE =
G−B
G

× 100 (3.1)

where G is the dimension of the ground covered by an image and B is the distance

between image captures. In order to prevent gaps in an orthomosaic due to crab, tilt,

flying height and terrain variations, a normal value for end laps should be about 60%,

with a tolerance about 5% [62]. On the other hand, side lap is calculated using (3.2).

PS =
G−W
G

× 100 (3.2)

where G is defined as in (3.1) and W is defined as the distance between trigger points.

Side lap is normally set to 30% to avoid gaps in orthomosaics caused by drift, crab and

tilt [62].

Values ranging from 70% to 75% of end lap, and 60% to 80% of side lap are commonly

used in applications related to aerial photogrammetry [31], [26], [41].

The generated trajectory can be modified by changing flight height and overlaps. The

distance between the trigger event changes as the end lap is increased or decreased. This

distance corresponds to B which is illustrated in Fig. 3.7b.
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3.3.2 Camera Trigger System

Using the flight plan tool of Mission Planner, photogrammetric flights can be de-

signed with customized trigger points. There are two ways to control a camera using a

customized flight plan. The first one is setting way point as trigger point. This mean

that when the vehicle is flying over that point, a trigger signal from the flight controlled

will be activated. The second way to do this is enabling a command at certain way

point. This command is called DO CAM TRIGG DIST and its function is to set a

distance in meters that need to pass to activate the trigger signal. This action will be

active while the command is enable and will stop when the command is set to a value

of 0 m.

The camera trigger can be activated by the flight controller through a trigger event

that can be linked to one of its auxiliary outputs. So every time that the trigger event

is active the selected auxiliary output will conduct a high logical value. This signal will

have a customized duration that can be configured in Mission Planner.

As mentioned before, there is not a method to link trigger signal form the flight

controller with the Mobius cameras. Instead, the use of an embedded microcomputer

will help controlling the trigger of the cameras via software. The on-board computer

must detect the trigger event commanded by the flight controller and then, manipulate

the cameras to take a picture. When the trigger event is active, the digital signal

from the auxiliary output will be detected by a python script inside the Raspberry Pi.

This script will be able to control the cameras using the VideoCapture module from

OpenCV. As first step, the cameras will be initialized, then some parameters of the

cameras will be configured. As next step, the script will maintain the cameras active so

when a trigger signal is recognized a video frame from both cameras can captured and

saved as images inside the on-board computer memory. Images from both cameras are

stored in two folders related to visible and near-infrared images. This system is shown

at Fig. 3.8.
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Figure 3.8: Elements that integrate the trigger system : flight controller, microcomputer
and cameras.

3.4 Image post-processing

3.4.1 Georeferencing

In order to generate orthomosaics from the aerial imagery of both cameras, it is

necessary to georeference all the images with the position where each image was taken.

This task consists in adding latitude, longitude and altitude information to specific

tags inside the metadata of an image. Locating the image at a specific position and

altitude where the image was taken is useful for reconstruction algorithms that generate

orthomosaics. The cameras used do not georeference the images taken. Mission Planner

has a georeferencing tool that can be used to solve that problem. This tool take GPS

coordinates from specific data stored in the log file of each flight. This data correspond

to the CAM messages. A CAM message is a type of structure that contains time,

latitude, longitude and altitude values related to a trigger point where a images are

taken. To add these data to the images, a correct matching of the CAM messages

should be made with the images. So, the first requirement is that the number of CAM

messages should be the same as the selected images. To do this, a log file of a specific

flight and a folder of images should be selected in the georeferencing tool. The match
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is done by comparing time between images and CAM messages so, it is required that

such images contain a timestamp in their tag related to the time of capture.

3.4.2 Orthomosaic generation

Having an orthomsaic of the shot area is useful because having a single image will

help to analyze it easily rather than analyzing the whole set of images. An orthomosaic

is a composite image based in the 2D reconstruction of certain area using aerial im-

agery. The reconstruction is done by image processing algorithms involving matching

of characteristic points and geolocalization data contained in the metadata of an image.

Some softwares allow to generate 3D models of the surface by creating cloud points of

the images given. This models are useful for mapping applications. Final orthomosaics

are commonly represented in TIFF formats. These kind of image formats are multilayer

images that contain extra data compared to a simple JPG images.

Most of georeferencing softwares require georeferenced JPG images to achieve an

adequate matching and resizing of images, which are needed to assemble them into

an orthomosaic. To begin the matching and alignment process of the images, Open-

DroneMap requires a set of images that may vary according to the performed flight.

Once the images are uploaded to the software, a set of parameters related to the match-

ing process can be configured to achieve a good image processing. These parameters

may be changed according to previous failures in the orthomosaic generation, allow-

ing the improvement of the process on new tries. When the process is finished, ODM

allows the user to download the resulting image as PNG and TIFF format of the 2D

reconstruction. The 3D model can be downloaded as cloud points.

3.4.3 NDVI computation

NDVI will be computed taking the near-infrared and visible orthomosaics generated

by OpenDroneMap. The Photo Monitoring plug-in of Fiji software works only with JPG

images so the PNG images will be converted to JPG to process them and compute the
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NDVI. Additionally, Fiji requires the images to contain same timestamp related to the

time of capture. To overcome this issue, a simple metadata insertion script, similar to

the one used to insert time to the images taken, will be used to insert an arbitrary time.

Both JPG orthomosaics, visible and near-infrared must contain the same timestamp.

Once the images are ready to be processed by the plug-in, these images are selected to

start the NDVI computation. The NDVI is computed by the software as in (2.31). ρnir

and ρred now correspond to the pixel values of the red bands in the near-infrared and

visible images, respectively.
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CHAPTER 4

Experiments

In this chapter it is shown and discussed the results of the system tested under

predetermined conditions. A video of the conducted experiments can be seen at

https://drive.google.com/file/d/1xxWdcDsGksYrpAzBeY92pzgGW7o_67u6/view?

usp=sharing

The chapter is divided into general sections related to the fundamental steps of the

developed methodology .

4.1 Camera testing

Following the methodology exposed in the previous chapter, certain modifications

were required to be done to one of the Mobius Cameras in order to make it sensitive to

near-infrared wavelengths. First change is to remove the internal IR cutoff filter that

blocks infrared radiation to be sensed by the internal sensor. Then, a Wratten 25 gelatin

filter should be added. According to Figure 3.6, this filter blocks any radiation shorter

than 600 nm, so the spectrum captured by the camera ranges from red to near-infrared

61



radiation.

Lenses of both cameras are shown in Fig. 4.1. The IR cutoff filter of the unmodified

lens can be appreciated due to the magenta color. Red filter can be seen in the lens of

Fig.4.1b.

(a) Unmodified lens. (b) Modified lens.

Figure 4.1: Lenses of both cameras.

Mobius cameras may be equipped with a micro SD memory where firmware and

settings are stored. In this modality, the cameras can be used manually to capture

images or video. Although the firmware limits the capability of taking pictures at

specific time, it allows to configure several parameters. In order to acquired images

when required, the SD card must be removed from the device so it can be triggered via

software with a python script.

A module from OpenCV called VideoCapture was used to control the cameras [63].

This manipulation involved the configuration, initialization and storage of images.

VideoCapture allows to perform some actions on the camera by USB interface of both

devices connected to the on-board computer. With this module, maximum resolution

of images was found to be 1280 × 720 pixels, even though the camera is able to cap-

ture at bigger resolution. So, via software, the camera can not be set with a higher

resolution. According to Table 3.2, the maximum resolution of the cameras using their

native firmware is almost the twice the one selected with OpenCV. This is a problem

that can be resolved in a future work, however it does not affect the results, only the
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image resolution.

The script that store images taken with the camera does it every time that the

trigger signal is detected by the Raspberry. This signal comes from the flight controller

when the trigger event is active within a flight plan or due to a manual trigger. Manual

trigger can be done linking the trigger event to a specific channel from the radio control.

To test the trigger system, the trigger event was linked to channel 7 of the radio control

which corresponds to a switch. Every time that the switch is activated, a trigger signal

must be send to the microcomputer allowing the capture of an image.

To acquire the first aerial images, the imaging system was attached to the quad-rotor.

The vehicle was placed over an area of vegetation in LOITER mode. Being placed at

that fixed position, a pair of images were taken. The image taken with the unmodified

camera has been split into their individual bands: red, green and blue. These images

are shown in Fig. 4.2.

(a) RGB image. (b) Red band.

(c) Green band. (d) Blue band.

Figure 4.2: RGB image split into individual bands.

Same area was captured with the modified camera in another image. This image
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is intended to capture the near-infrared radiation. The image of the area is shown in

Fig.4.3a. This image has reddish hues, this is due to the red filter added so, blue and

green colors are not present in the image.

(a) Image of near-infrared reflection. (b) Red band.

(c) Green band. (d) Blue band.

Figure 4.3: Near-infrared image split into the individual bands.

The image was also split into their individual bands as in Fig.4.3. The three bands

are sensitive to near-infrared, being the red band the most sensitive. This is due to the

quantum efficiency of the camera shown in Fig. 3.5. This fact can also be sustained

seeing that in Fig. 4.4 red band contains a slightly larger concentration of the highest

values of intensity. As conclusion, red band allows to capture with high efficiency from

red edge to near-infrared. After this analysis, the red band of the modified camera will

be selected to be used as input in the NDVI computation.

To verify that the NDVI could computed using the images obtained from both cam-

eras, a first test was made introducing a pair of images to the NDVI algorithm of the

Photo Monitoring plug-in. The images used for this were the ones shown in Fig.4.2a

and Fig.4.8a. The image obtained is shown in Fig.4.5a
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Figure 4.4: Histogram of the three bands of a near-infrared reflectance image. Hori-
zontal axis represents pixel values (0 - 255) and vertical axis represents frequency of
values.

What Fiji does, is that point features are extracted from both images and then, a

matching process between both images is done. Once this is done, a crop is applied

to both images to obtain images of same size. Then, NDVI is computed using those

images. It can be seen in Fig.4.5a a large area corresponding to shadows that appear in

magenta. According to the color map in Fig.4.5b, this is the maximum value that can

be obtained. This is due the lack of intensities in the red band of the unmodified image.

So, with values close to zero for red radiation in (2.31), a value close to 1 is obtained in

the NDVI. Besides this issue, the upper surrounding vegetation is detected as it takes

intermediate values between 0 and 1, being the yellow and red colors the representation

of healthy vegetation. With gray shades is represented the dry vegetation.

4.2 Photogrammetric parameters and flight plan

To test the imaging system under the commands of a flight plan, it was necessary

to attach it to the quad-rotor and perform a flight trajectory. This trajectory was

generated using the flight plan tool of Mission Planner. The path generated by the
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(a) NDVI image.

(b) Colormap.

Figure 4.5: NDVI computed with Fiji.

software was composed by flight trips along the covered area by the polygon tool of

Mission Planner. This path contained default parameters of overlaps and height that

were modified values used in similar applications mentioned in the previous section. In

this case, end lap and side lap values intended to use were 85% and 75%. This values

will provide good aerial imagery useful for ODM to make a correct matching. The

height of the flight was set to 7 m. After setting this parameters, the trajectory was

generated over the selected area as shown in Fig. 4.6. The area corresponds to a soccer

field covered with artificial grass.

Within the trajectory, red marks are the polygon points that bound the area of

interest. Inside this area, there are green points that will guide the vehicle along the

generated path. These points correspond to take-off, land, and trigger events. It is also

marked the home location. One of the output data was the distance between images

B. This was computed by Mission Planner with a value of 2 m. To verify the accuracy

of this value, the end lap and side lap values can be used to determine B in (3.1).

Therefore, from (3.1), B can be computed. But first, G must be known. Using some
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Figure 4.6: Flight trajectory generated by Mission Planner.

trigonometry to the triangle of Fig. 3.7b, G can be computed as follows:

G = 2×H × tan
FOV

2
(4.1)

where the Field of view (FOV) related to this side of the camera is 90◦, implying that

45◦ must be used in (4.1). It follows that:

G = 2× 7 m× tan 45◦ = 14 m (4.2)

Then B can be determined solving (3.1) for this value, which leads to (4.3):

B = G− G× PE
100

(4.3)

Using the mentioned overlap B can be calculated as:

B = 14 m− 14 m× 85

100
= 2.1 m (4.4)

So 2.1 m is the distance that must exist before shoots. It can be seen that both values of
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B are very close. Note that flight plan generated by Mission Planner must programmed

with these values of overlaps.
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(b) Location data from CAM messages.

Figure 4.7: Quad-rotor trajectory followed and points in space where the images are
captured.

To command the trigger of the camera by the flight controller, the trigger event needs

to be enabled according to a traveled value of B during the flight. The path generated

by Mission Planner included several commands as mentioned previously. One of these

actions is the command that enables the trigger event. There are two commands for

this purpose: DO SET CAM TRIGG DIST and DO DIGICAM CONTROL. The first

one is the command that is used in the project. This is able to generate a trigger signal
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at regular intervals every time that a selected distance is traveled by the drone. The

command is called first to set the parameter to the desired distance between shoots. It

can be changed along the mission by calling again with a different value. At the end of

the mission, it is called again to set the parameter back to zero which will stop capturing

images. Using this command based on distance, results accurate enough as long as the

GPS is giving good measures. Controlled by this command, the trigger signal comes

out from one auxiliary output of the flight controller and goes to one digital input in

the Raspberry. Once the script running in the on-board computer detected this signal,

images from both cameras would be stored at that moment. The script is also able

to store the capture time of each image. This is needed later in a step of the image

post-processing.

After the flight over the selected area, a total of 47 images were stored in the on-

board computer. These images are related to 47 CAM messages that were generated

and stored in the log file of the flight. This information proves that the trigger subsystem

worked perfectly acting every time that the flight controller enables the trigger event.

CAM messages contain GPS position data where trigger events were active. As these

messages are composed by coordinates, these data can be plotted to visualize specifically

the section of the flight where the images were taken. The final 3D path followed by

the drone according to the modifications in the flight plan is shown at Fig. 4.7a. In

Fig. 4.7b it is shown the trigger points along the flight plan. It can be seen that the

distance along the flight trajectory remained constant.

4.3 Image post-processing

4.3.1 Image rectification

From one of the initial flight tests, an aerial image of the same scenario was taken

with both cameras as shown in Fig. 4.8a and Fig. 4.8b.

As a consequence of the lens type of the cameras, it can be seen that fish eye distortion
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(a) Original near-infrared reflectance image. (b) Original visible reflectance image.

(c) Image from (a) without distortion. (d) Image from (b) without distortion.

Figure 4.8: Images taken by the drone.

affected both images. This effect would affect the appearance of each orthomosaic if

is not removed. So, a Python script was developed to remove this distortion of all

the images. The rectified version of the original images are shown in Fig.4.8c and Fig.

4.8d. It can be seen, in the new image, that after the distortion removal size is lost due

to a crop effect of the function that removes the distortion. The rectification process

is done using the undistort function of OpenCV and is explained next. This function

transforms an image to compensate for lens distortion. The camera matrix is needed for

this process, such matrix contains the distortion coefficients and the camera intrinsic

parameters. All this data can be used to rectify all raw images [64]. The camera matrix

is shown next:

M =


fx 0 cx

0 fy cy

0 0 1


where fx and fy are the focal length for x and y axes respectively. The optical centers
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of both axes are represented by cx and cy. All these values are expressed in pixels.

Distortion coefficients are related to the radial and tangential factor correction as:

xc = x(1 + k1r
2 + k2r

4 + k3r
6) (4.5a)

yc = y(1 + k1r
2 + k2r

4 + k3r
6) (4.5b)

xc = x+ [2p1xy + p2(r
2 + 2x2)] (4.6a)

yc = y + [p1(r
2 + 2y2) + 2p2xy] (4.6b)

where the xc and yc correspond to the pixel position of the corrected image according

to a x and y position in the distorted image. Here the subscript c means corrected ; r

refers to r =
√
x2 + y2. Distortion coefficients are represented by OpenCV in a vector

form as follows:

K =
[
k1, k2, p1, p2, k3

]
For the modified camera, the camera matrix is show in Fig. 4.7a. With similar

values, the matrix of the unmodified camera is shown at Fig. 4.7b.

Mnir =


920.477 0 648.429

0 1027.078 425.516

0 0 1

 (4.7a)

Mvis =


890.466 0 654.432

0 1001.004 430.778

0 0 1

 (4.7b)

The distortion vector was slightly different in both cameras. Equation (4.8a) shows

distortion coefficients for the modified cameras and (4.8b) shows the values for the
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unmodified camera.

Knir =
[
−0.433 0.185 −0.019 0.009 0

]
(4.8a)

Kvis =
[
−0.401 0.165 −0.004 −0.004 0

]
(4.8b)

4.3.2 Image Georeferencing

As a second task, once the set of images of both cameras were collected and corrected,

they were gereferenced with the Mission Planner georeferencing tool. This process is

applied to the images and is also done off-line once the flight has ended. As captured

images during the flight are just frames taken from the video output, they do not

contain a timestamp needed to georeference them. To overcome this, a text file was

filled with the exact time when an image was taken during the flight. This subtask was

made by the same script that detected the trigger signal from the flight controller inside

the Raspberry Pi. Naturally, the on-board computer lacks of an internal Real Time

Clock (RTC), so we added an external one. With these addition, the real time could

be stored. Once the file with time information was generated, a new python script was

created to insert the timestamp into the correct exif tag to the images.

The timestamp insertion is the third process applied to the images just after the

distortion removal. Once the timestamp was added to all the images, the georeferencing

process could be started. If images matched correctly to the related CAM messages,

then the process is done satisfactorily. At the end of the georeferencing process, a

folder containing the geotagged near-infrared reflectance images and other one with the

geotagged visible reflectance images were created. These sets of images are now ready

to be merged into their respective orthomosaics.
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4.3.3 Orthomosaic

The previously obtained sets of georeferenced images were summited individually to

ODM as two separate projects. The projects were selected to be fast orthomosaics,

settings some parameters to default. At the end of the process, two orthomosaics

obtained from both sets of images are shown in Fig. 4.9.

(a) Near-infrared reflectance orthomosaic. (b) Visible reflectance orthomosaic.

Figure 4.9: Multispectral orthomosaics.

This process was made in a computer with Intel Core i5 at 3.2 GHz and 4 GB RAM

memory. The orthomosaic generation took approximately 2 hours per orthomosaic.

Around 5 tries were done before obtaining the best reconstruction. Also, the parameters

were changed along this process trying to obtain a good result.

4.3.4 NDVI computation

To obtain a final NDVI orthomosaic, the resulting orthomosaics from Fig. 4.9 were

used. These images are not the same size nor scale. Despite this conditions, Fiji

could compute the NDVI over the common area in both orthomosaics. The obtained
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image is shown at Fig. 4.10a. According to the color map in Fig. 4.10b, shades

(a) NDVI orthomosaic

(b) NDVI VGYRM Colormap.

Figure 4.10: NDVI of a soccer field computed by Fiji.

of gray should be related to non-vegetative surface; green and yellow should indicate

healthy vegetation; red areas should correspond to very healthy vegetation or shadows

if encountered. In Fig. 4.10a the large red area was computed with that value due to

the lack of data from the near-infrared orthomosaic. Green areas can be seen indicating

somehow healthy vegetation but considering that the area does not contain vegetation

but synthetic grass, NDVI can not be used to evaluate that area.

4.4 Additional experiments

Following part of the methodology used previously to obtain the NDVI of the soccer

field with artificial grass, the computation of the NDVI was obtained from aerial imagery

of a park with real vegetation. The quad-rotor equipped with the cameras was placed

over a small area of a park at approximately 7 meters in LOITER mode. Images were

74



taken manually manipulating a switch in the radio control and moving the quad-rotor

around that area as previously done in the camera testing section. According to Mission

Planner, 20 trigger points were recorded and located as in Fig. 4.11 as green marks. It

can also be seen a purple line showing the path traveled by the drone. As the quad-rotor

was deployed in STABILIZE mode, far from the shot area, part of the purple line does

not contain trigger points because vehicle was moving to the selected area.

Figure 4.11: Manual trigger points on a park.

After collecting the aerial imagery, distortion was removed and timestamp was added.

Then, images were georeferenced and uploaded to ODM to obtain the visible and near-

infrared orthomosaics. Fig. 4.12 shows both orthomosaics.

Once the two orthomosaics were obtained, PNG format of these images were down-

loaded and converted into JPG images. Then, these images were used to compute NDVI

with Fiji. Resultant NDVI image is shown in Fig. 4.13. According to the color map

in Fig. 4.13b, red hues are related to very healthy vegetation. Comparing this image

with both orthomosaics in Fig. 4.12, the red spots are generated due to the shadows of

trees giving zero information about vegetation. There are also yellow and green areas

that may contain healthy grass and canopy of surrounded trees. Gray hues indicates

unhealthy vegetation. It is interesting to see that in Fig. 4.12a some trees appear to

be dry but, in Fig. 4.12b these trees reflect near-infrared radiation which means that

they are actually healthy. This can be verified in Fig. 4.13a showing trees with high

NDVI values (green and yellow).
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(a) Visible reflectance orthomosaic
(b) Near-infrared reflectance orthomosaic.

Figure 4.12: Orthomosaics of a park.

76



(a) NDVI orthomosaic

(b) NDVI VGYRM Colormap.

Figure 4.13: NDVI of a small area of a park computed by Fiji.
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CHAPTER 5

Conclusions

A complete imaging system has been developed to obtain the NDVI using low-cost

devices including a camera rig. One of the cameras has been modified to collect near-

infrared reflectance images while the other remains unmodified to collect images of the

visible spectrum. From the set of images of both cameras, individual orthomosaics

are assembled to compute NDVI into a final orthomosaic. The image acquisition task

worked satisfactorily during the flights. Although the image post-processing is consti-

tuted by several steps, it results in an easy-to-implement, faster, low-cost and reliable

system compared to the existing options in the market.

Orthomosaics were first assembled with images containing distortion. This generated

a noticeable distortion in the orthomosaic. So, eliminating the distortion increased the

quality of the image. It also was noticed that ODM had some difficulty trying to

merge images without texture or feature points. Customizing certain parameter in

ODM solved this problem. The computation of the NDVI was done without problem

using Fiji. The near-infrared and visible reflectance orthomosaics in JPG format were

matched to apply the NDVI algorithm. The limitation of using JPG images is that
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the resolution of the obtained NDVI image is lower compared to the original TIFF

format generated by ODM. NDVI was computed in two orthomosaics obtained from

different aerial imagery as shown in Fig. 4.10 and Fig. 4.13. Both reconstructions

were done with success. NDVI obtained from the soccer field is not reliable due to the

composition of the synthetic grass, while NDVI obtained from the park can be used to

identify vegetation according to their health status.

It is important to mention that multispectral commercial cameras prices are up

to $5,000 USD, while the price of our image acquisition system is approximately $250

USD. Considering the high cost of the commercial systems, developing low-cost versions

of these systems is an issue of interest. The methodology used in this work can be

reproduced with the use of any other type of camera, since the method proposed here

does not involve significant modifications on the chosen devices.

In future works, it is expected to use a fixed-wing vehicle instead of a quad-rotor.

Fixed-wing vehicles have a simpler structure as compared to rotary-wing UAVs, also

they are capable to fly longer distances at higher speeds. They also have the advantage

of longer endurance at higher speeds, thus enabling larger area coverage per flight.

Finally, they can carry greater payloads for longer distances with lower power [3]. These

advantages will help us to cover larger areas like crop fields in a single flight. The use

of a gimbal is also planned to be implemented in the project. This could be useful to

improve the quality of the captured images. Related to the camera system, the camera

modification using blue filter proposed in [22] could be implemented in the imaging

system to compare results with the ones obtained using the method described in this

document. It is also planned to obtain aerial imagery and compute the NDVI using

the RedEdge-M multispectral camera and compare that results with results already

obtained with our imaging system. As an additional feature, another camera could be

added to capture red edge radiation and compute the Normalized Difference Red Edge

(NDRE) or the chlorophyll map as in [65].
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