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Abstract

In this work, we report on a performance comparison between two experimental techniques, background-

oriented schlieren (BOS) and fringe deflection (FD), when used for temperature measurement of phase

objects. Both techniques are capable of measuring gradients of temperature fields, by employing a back-

ground image, which is imaged by a camera. The object phase under study is placed between the

background and the camera. Some features of BOS and FD, such as robustness and spatial resolution,

are studied. First, we give an analysis of each technique to find the optimum parameters for numerical

processing. Then, by numerical simulations and experimental work we analyze their performance. The

results show that FD, for typical associated displacements, was larger than that obtained by BOS. For

relatively small and large displacements (0.5 pix and 7.5 pix, respectively) of the spatial structures of

the background, errors tended to be rather large for both techniques. This is an important result since,

currently, BOS is predominantly used for most of the practical applications where measurement of temper-

ature fields is involved. In BOS, in order to have results with enough accuracy, it is necessary to count with

specialized software or buy expensive licenses (for example, any of the Digital Image Correlation software

licenses). Unlike this, the software for FD is relatively simple (as long as no complex phase unwrapping

algorithms are required), with the phase extraction method (the Fourier method) being the most extensive-

programming part, but which can be programmed right away. This is important for industry, since costs

can be reduced.
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Experimentally, two different sizes of the region of observation were employed. BOS and FD were

implemented either separately or simultaneously (this latter variation was carried out by encoding the sig-

nals for each technique on the RGB channels of color images). From the results, it is apparent that the

performance of FD, considering spatial resolution, again is slightly better than that of BOS. A similar result

was found for images with low contrast.

In the last part of the thesis we present an application related to the analysis of a Helmholtz resonator,

where FD is used. This type of device is currently being tested as a refrigeration system. In this case, a

synthetic pulsed jet is produced, and it is directed onto a surface to be cooled; for example, the surface of

an electronic chip.

This thesis work could be of interest to readers in the areas of fluid mechanics, plasma physics and

optical engineering, and to any person developing optical instrumentation for industry.
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1.1. Motivation 3

In this chapter, we introduce the main proposals of the thesis work. Besides, we briefly describe the

motivation of the work and point out the importance of temperature measurement. Then, an overview of

the analyzed techniques is given. After that, the main objectives of the work are presented. Finally, in

section 1.4, the content of this thesis is included.

1.1 Motivation

In the study of fluid flows, the assessment of temperature and density are of great importance. One of

the preferred methods that is being used for that purpose is background-oriented schlieren (BOS), where

a background image is used for the measurement of displacement, in pixels. The displacement is related

to the apparent movement of the spatial structures of the background as a phase object — object to be

studied – is introduced in the setup. It is common that the structures of the background consist of a set of

randomly located spots. In this case, the displacement maps arising from the comparison between refer-

ence (with no object) and displaced (with phase object) images, are computed via digital image correlation

(DIC). DIC is quite a robust method, but generally is based on complex numerical algorithms, in particular

when sub pixel accuracy of displacement is to be achieved. In this work, we carry out a comparison study

between DIC and Fringe Deflection (FD). FD is a variation of the classic BOS, where the spots background

is replaced by a Ronchi grating — in these circumstances, the displacement field is calculated by optical

phase methods, such as the Fourier transform method —. Unlike DIC, FD incorporates simple algo-

rithms and, as shown in this document, yields displacement measurements with slightly larger accuracy.

One application of FD included in this work is the measurement of temperature through the ray equation

and the Gladstone-Dale equation. A case study is a synthetic air jet produced by a Helmholtz cavity. This

device recently has been used for the cooling of parts subjected to thermic load, such as microprocessors.

Alan D. Blanco M. 3



4 CHAPTER 1. INTRODUCTION

1.2 Analyzed techniques

The use of optical techniques for the temperature measurement has advantages over other methods,

for example thermocouples, since they do not introduce disturbances in the object under study. They are

also full field, meaning that measurements of a whole region can be realized.

As mentioned above, two optical methods for temperature measurement, Fringe Deflection (FD) and

Background Oriented Schlieren (BOS) are analyzed in this work. Fringe Deflection is a variation of the

classic BOS. Both techniques are capable of measuring displacement fields which are proportional to the

gradient of refractive index distributions within a region of observation. In both techniques, a synthetic

background (a pattern of straight fringes with sinusoidal profile for FD and a pattern of randomly-located

spots for BOS) is imaged by a camera. The object under analysis is placed between the background

and the camera. Two images are captured, with and without the object. These images are the reference

image and the displaced image, respectively. As the object is introduced, the spatial structures of the

background are displaced according to the deflection of the corresponding bundle of rays that propagate

through the object. The reference and the displaced images are then compared, and the displacements

calculated.

Displacement vector fields corresponding to ray deflections can be numerically integrated to obtain the

spatial distribution of the projected refractive index, which may be related to density or concentration vari-

ations. It is worth noting that unlike BOS, FD has not been used extensively in these kind of applications.

.

4 Alan D. Blanco M.



1.3. Thesis Aim 5

1.3 Thesis Aim

The main objective of this work is to evaluate the performance of FD and BOS through both numerical

simulations and experimental images. Two features of the used images serve for the evaluation: The spa-

tial resolution and the sensitivity to image blur. The evaluation is done when the techniques are used for

the measurement of gradients of temperature in phase objects (exit of the gas nozzle). Another objective

is the study of the dynamical behavior of a Helmholtz cavity. This cavity produces a synthetic air jet that

when interacts with hot surfaces, an efficient cooling process takes place.

The hypothesis of this work is to show that the technique of FD has such sensitivity as BOS technique

and can be used for analysis of transient phenomena with high temperature variations.

Alan D. Blanco M. 5



6 CHAPTER 1. INTRODUCTION

1.4 Thesis structure

Chapter 2 includes the theoretical background of both techniques (FD and BOS). We describe the

theory of FD and BOS, specifically the mathematical development to obtain variables such as the phase

difference, the refractive index gradient and the temperature, and we show a numerical example in order

to illustrate the followed procedure and the meaning of each mathematical expression. Also, a brief con-

clusion is given, commenting the main advantages and disadvantages of each technique.

Then, in Chapter 3 we report results of numerical simulations which allow us to select the optimal

parameters for both techniques; a phase object with a circular Gaussian distribution of refractive index

is considered for both techniques. After that, we evaluate the spatial resolution of FD and BOS, and we

show an analysis of the tolerance to low contrast of images.

In the Chapter 4, we repeat the evaluation done in Chapter 3, but in this case, experimental images are

employed. The images are related to the measurement of gradients of temperature, which correspond

to the exit jet from a combustion nozzle. We firstly implement the two techniques separately. Similar

experimental conditions are maintained for both (object to background distance, exposure time, lens pa-

rameters, f-number, gas pressure). Displacement maps are measured and the results are compared. For

a better comparison of BOS and FD, a setup that warrants simultaneity of the measurements through

both techniques is employed. In this case, the information needed by BOS and FD is encoded in the RGB

signal of a color image. By displaying this color image on a monitor, it can be recorded by a color camera.

The images corresponding to each color channel of the recorded images are then available for analysis.

Results of the evaluation of the spatial resolution are then given. This evaluation comprises the anal-

ysis of a small depression, which is formed at the exit of the gas nozzle. For this analysis, two different

sizes of the region of observation are considered. Fringe deflection and BOS are applied either separately

or simultaneously. Finally, the sensitivity of the techniques to blur is reported.

6 Alan D. Blanco M.



1.4. Thesis structure 7

An experimental application is reported in Chapter 5, where we present an application related to the

analysis of a Helmholtz resonator, where FD is used. This type of device is currently being tested as a

refrigeration system. In this case, a synthetic pulsed jet is produced, and it is directed onto a surface to

be cooled.

Finally, in Chapter 6 we give the general conclusions of the work. Besides, we comment on possible

future works.

Alan D. Blanco M. 7
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2
Theory of Background-Oriented Schlieren and
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2.1. Fermat´s Principle 11

The theoretical basis of the two techniques used in this work are described in this chapter. The

trajectories of the rays are obtained through Fermat´s principle. The corresponding ray deviations —de-

flections— are calculated in different forms by the two techniques: FD and BOS. In FD, the displacements

are obtained through phase extraction methods and in BOS, by digital image correlation. BOS and FD

are based on the same principle: the deflection of rays when passing through a phase object (transparent

object).

Both techniques use a background which is imaged by a camera. In BOS, the background contains

spots randomly located and in FD, a set of parallel straight fringes (Ronchi grating).

2.1 Fermat´s Principle

A modern formulation of this principle states that the trajectory traveled by light going from one point

to another is such that the time it takes is stationary with respect to variations of the possible paths.

Mathematically this is expressed as follows.

The time it takes light to travel a distance s in a given medium is t = s
v

, where s is distance and v

the speed of light in the medium, which is assumed to be constant throughout the medium, regardless of

the direction of travel. Defining the refractive index as n = c
v

, where c is the speed of light in vacuum,

then [1] - [2]

t =
sn

c
(2.1)

A medium in which the refractive index depends on the position n = n (s) was taken, then we can

estimate that a differential element ds is traversed in a lapse of time dt = n
c
ds; the total time between

two points E and F is

t =
1

c

F∫
E

n (s) ds (2.2)

Alan D. Blanco M. 11



12 CHAPTER 2. Theory of Background-Oriented Schlieren and Fringe Deflection

Then, by Fermat’s principle we find the extreme values of the function as

δ

F∫
E

n (s) ds = 0 (2.3)

where δ is a constant.

2.2 Ray Deflection

By solving Eq. (2.3), the propagation of a ray through an inhomogeneous phase object can be ob-

tained as, [3]
d

ds

(
n
d~r

ds

)
= ∇n, (2.4)

where ~r is the ray position vector, n(x, y, z) is the distribution of the index of refraction and s is the arc

length parameter which depends of the direction of propagation z. By considering that the ray propagates

paraxially in the z-direction, Eq.(2.4) can be decomposed into two equations, [4]

d2x

dz2
=

1

n

∂n

∂x
, (2.5 )

and a similar expression for the y-curvature. By integrating Eq.(2.5) once with respect to z, the angular

deflections of the ray produced by the phase object at (x, y) can be calculated as (see Fig.(2.1) for the

definition of some variables)

θx =

(
dx

dz

)
z2

=
∆x

D
=

1

n0

z2∫
z1

(
∂ (∆n)

∂x

)
~r

dz, (2.6 )

θy =

(
dy

dz

)
z2

=
∆y

D
=

1

n0

z2∫
z1

(
∂ (∆n)

∂y

)
~r

dz, (2.7 )

where n (x, y) = n0 + ∆n (x, y) and it is replaced in the denominator by n0, which is the index of

refraction of the reference state and ∆n (x, y) is the local variation of the refractive index with respect

12 Alan D. Blanco M.



2.2. Ray Deflection 13

to n0, since in most practical cases n ≈ n0; D is the object-to-background distance, and ∆x and ∆y

correspond to the apparent displacement of an image point due to the presence of the object, in the x-

and y-directions, respectively. Also, the slopes of the ray, (dx/dz)z1 and (dy/dz)z1 , at the entrance of

the observation region have been assumed to be zero. Once the apparent displacements are measured,

the distribution of the projected refractive index can be obtained.

If the variations in the refraction index arise from changes in temperature, then the projected temper-

ature field may be computed by using a combination of the Gladstone-Dale equation and the equation for

ideal gases at constant pressure, [6]- [8]

T = T0
n0 − 1

n− 1
, (2.8 )

where T0 is the temperature of the reference state for a certain point.

Fig. 2.1. Ray deflection caused by a phase object. After introducing the object O (red dotted lines), the blue ray is
deflected along the direction of the purple ray. The background B and the camera sensor S are at distances d
and d′ from the imaging lens L, respectively.

Alan D. Blanco M. 13



14 CHAPTER 2. Theory of Background-Oriented Schlieren and Fringe Deflection

In order to evaluate and contrast the performance of FD and BOS, an optical setup as the one de-

picted in Fig. 2.1 is implemented. In this figure, the size of the phase object O is indicated by the red

dashed lines z1 and z2 . B and B′ correspond to the position of the background pattern before and after

the incorporation of the object, D is the object-to-background distance, and θx is the deflection angle,

which is directly related to the apparent displacement ∆x of an image point due to the presence of O. In

addition, L stands for the imaging lens and S for the sensor plane.

Measured values of the angular deflection via Eqs. (2.6-2.7) corresponds to lines-of-sight integrated

values of the refractive index. To recover the corresponding three dimensional distribution of the refraction

index, standard tomographic techniques are used. [9]

For the special case of a Gaussian distribution of the refractive index, this one-to-one correspondence

is straightforward. The local variation of the refractive index is given by

∆n = −∆n0 exp

(
−C y

Ly

)
exp

[
−(x− x0)2 + (z − z0)2

r2
0

]
, (2.9)

where ∆n0 is the maximum variation in the refraction index at the center of the phase object, r0 and

(x0, y0) are the radius and the coordinates of the center of the circular Gaussian function respectively,

and Ly is the vertical size, in the y-direction, of the observation region. This function resembles the plume

from a candle and is shown in Fig. (2.2a). The factor C in the first exponential term is a constant used to

modify the rate of change of the refractive index in the y-direction. Inserting Eq. (2.9) into Eq. (2.6), the

horizontal displacement function projected on the xy-plane of a sensor was obtained.

∆x =

√
π r0D

n0

∂∆n′

∂x
=

2
√
π∆n0D

n0r0

(x− x0) exp

(
−C y

Ly

)
exp

[
−(x− x0)2

r2
0

]
, (2.10 )

which is a Gaussian function as well, where ∆n′ = −∆n0 exp (−Cy/Ly) exp
[
−(x− x0)2/r2

0

]
is a

function with no dependence in z. Note that the original radius of the Gaussian is preserved, and that the

14 Alan D. Blanco M.



2.2. Ray Deflection 15

effect of the line integration corresponds to a constant given by
√
πr0 – the object size was assumed fully

contained by the region of observation: Lx > 4r0, with Lx being the size of the region in the x-direction.

Therefore, if the measured profile for the displacements along the x-direction, for a particular y0, happens

to be the derivative of a Gaussian function, then ∂∆n′

∂x
can be readily obtained by the first equality of Eq.

(2.10), and hence, the use of any de-projection algorithm is avoided.

The vertical component of displacement, ∆y, can be similarly found,

∆y =

√
πr0D

n0

∂∆n′

∂y
=

√
πC∆n0r0D

n0Ly

exp

(
−C y

Ly

)
exp

[
−(x− x0)2

r2
0

]
, (2.11)

FactorC may be selected so that the maximum apparent displacements in the x- and the y-directions

are equal. In Fig. 2.2(b), a typical displacement function obtained by Eqs.(2.10) and (2.11) is shown.

When this field is added to the positions of the spatial structures of a reference image, it yields the dis-

placed image that can be used for numerical simulation purposes. These images can be analyzed by

BOS and FD to recover the displacement field, and performance comparison can be done. For compar-

ison purposes, the computation of the distribution of the refractive index is not necessary, but only the

displacement maps. Displacement maps are calculated through Fourier transform correlation in BOS and

through a Fourier phase-extraction method [10] in FD.

Fig. 2.2. Simulated plume. (a) Three-dimensional distribution of the variation of the index of refraction and (b) re-
sulting displacement field at background plane. Maximum of displacement of ∆x and ∆y is 0.51 mm or,
equivalently, 2.5 pixels for an image of 448x448 pixels.
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16 CHAPTER 2. Theory of Background-Oriented Schlieren and Fringe Deflection

2.3 Back-ground oriented schlieren

Flow visualization techniques for determination of density gradients are called schlieren techniques

and they can be subdivided into different methods, for example, the Toepler method and focus method [11].

The technique described in this section will be referred to as BOS technique.

In BOS, the background images are formed by a set of randomly positioned particles. The profile of

the particles follows a Gaussian function, and they are positioned according to a Sobol algorithm [12]. The

relative displacement between the reference and displaced images can be obtained by cross correlation

of corresponding subimages [13]- [14]. The distributions of intensity for particle subimages related to the

images with and without object are I2(x, y) and I1(x, y), respectively. The displaced image can be

expressed as I2(x, y) = I1(x−∆x, y −∆y). The displacements (∆x,∆y) can be found by means

of the two-dimensional correlation function defined as

h(∆x,∆y) =

∫ ∞
−∞

∫ ∞
−∞

I1(x, y)I2(x−∆x, y −∆y)dxdy, (2.12)

which can be obtained through the Fourier transform,

h(∆x,∆y) = =−1 {F1(fx, fy)F
∗
2 (fx, fy)} , (2.13)

where F1(fx, fy) and F2(fx, fy) denote the Fourier transform of I1 and I2, respectively. The inverse

Fourier transform operator is indicated by =−1 {}, and the frequency domain variables by (fx, fy). The

position of the maximum of the correlation map defines directly the unknown displacements. Subpixel res-

olution of the displacements can be achieved by fitting either Gaussian [15] or paraboloidal [16] functions

to the region that contains the maximum peak of the correlation map.

In Figure 2.3 the image is displayed with randomly generated particles, greenish blue particles are

shown in the reference positions, while red, the displaced particles. In Figure 2.3(b), subimages in which

16 Alan D. Blanco M.



2.3. Back-ground oriented schlieren 17

the region under analysis is divided are shown.

For this example, displacements in two orthogonal directions are given, i.e. as if it were a rigid body

motion for the entire set of particles that make up each subimage.

(a) (b)

Fig. 2.3. BOS generated image; a) reference positions (blue-green), displaced (red); b) Subimages.

The displacement between images could be calculated by using the Fourier transform method. Once

the correlation for each pair of subimages is obtained, the location of the correlation peak for this example

is calculated by the Gaussian interpolation method, which produces results with less error compared to

the theoretical values of displacement.

The comparison between the displacements retrieved (∆xr) and theoretical (∆xt) is shown in Fig-

ure 2.4. Finally, the total error for this numerical simulation, taking into account the theoretical and retrieved

movements, is calculated by the following expression,

σt =

√√√√√ Ns∑
i=1

(∆xri −∆xti)
2+

Ns∑
i=1

(∆yri −∆yti)
2

Ns

, (2.14)

where Ns denotes the number of subimage.
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Fig. 2.4. Theoretical displacements (red) and retrieved displacements (blue). Horizontal axis is in pixels, vertical axis is
in pixels.

The total error obtained for this example is 0.07 pixels which equals 0.17 %. Gradients in the

refractive index must be retrieved for both spatial directions via Eqs. (2.6) and (2.7), to finally obtain the

temperature changes given by Eq. (2.8).
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2.4. Fringe Deflection 19

2.4 Fringe Deflection

Fringe deflection is well suited for the calculation of in-plane displacements such as those involved

in deflection of rays [17]. In this case, the background synthetic image is constituted by a pattern of

straight sinusoidal fringes. Deviations from straightness of the fringes, for the displaced image, may be

in the range of a fraction of the period of the grating. The deviations correspond to the displacement of

each point forming a fringe. As displacements cannot be measured along the direction of the fringes, an

additional crossed grating must be incorporated in order to have sensitivity to two mutually perpendicular

directions [18]. The displacements can be calculated as follows. For background images composed of

only one grating, oriented along the vertical direction, the reference image may be expressed by [19], [20]

I1(x, y) = a(x, y) + b(x, y) cos(2πf0x+ φref ), (2.15 )

where a (x, y) is the background illumination, b (x, y) the modulation term, f0 a carrier frequency that

allows us to use the Fourier method for automatic phase calculation, and φref is a phase term that

accounts for aberration effects. Likewise, the displaced image can be expressed as

I2(x, y) = a(x, y) + b(x, y) cos(2πf0x+ φref + ∆φ), (2.16 )

with ∆φ (x, y) being the phase resulting from deviations in the straightness of the fringes, after intro-

ducing the object. The arguments of Eqs. (2.15) and (2.16) can be calculated by applying the Fourier

phase-extraction method. For example, for the reference image, Eq. (2.11) should be written as [10]

I1(x, y) = a(x, y)+
1

2
b(x, y) exp (i2πf0x) exp (iφref )+

1

2
b∗(x, y) exp (−i2πf0x) exp (−iφref ) .

(2.17 )

Applying the Fourier transform to Eq. (2.17), yields

IF (fx, fy) = A(fx, fy) +B(fx − f0, fy) +B∗(−fx − f0, fy), (2.18)
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where A (fx, fy) = ={a (x, y)} and B (fx, fy) = =
{

1
2
b (x, y) exp (i2πf0x) exp(iφref )

}
.

Next, a band-pass filter is applied to Eq. (2.18) to isolate one of its side lobes (centered at the carrier

frequency f0), which gives

IFP (fx, fy) = B(fx − f0, fy). (2.19)

Finally, inverse Fourier transform of Eq. (2.19) is taken, yielding

=−1 {B(fx − f0, fy)} = =−1

{
=
{

1

2
b(x, y) exp(i2πf0x) exp (iφref )

}
fx−f0,fy

}

=
1

2
b(x, y) exp [i (2πf0x+ φref )]

= C(x, y) + i S(x, y)

, (2.20 )

where C(x, y) = 1
2
b(x, y) cos (2πf0x+ φref ) and S(x, y) = 1

2
b(x, y) sin (2πf0x+ φref ). There-

fore, the reference argument can be obtained by 2πf0x+φref = tan−1 [S(x, y)/C(x, y)]. In a similar

way, the argument of the displaced fringe pattern, (2πf0x+ φref + ∆φ), can be calculated; then, the

desired phase term can be finally obtained by subtracting the latter two arguments [21],

∆x = p
∆φ

2π
, (2.21)

where p = 1/f0 denotes the period of the grating.

Below is an example of FD where sensitivity is to two orthogonal directions. This is done by using a

cross grating, which includes two gratings perpendicular to each other.

The first thing to do is to generate an image intensity distribution with a known carrier frequency for

both crossed gratings; in this case, 32 pixels in the horizontal direction and 25.6 pixels in the vertical

direction, in a 1280× 1024 pixels region as shown in Fig. 2.5(a).
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For this case, the known phase distribution is a parabolic distribution given by the following expression

∆φm,n =
2π

p

[(
xn
sx

)2

+

(
ym
sy

)2
]
, (2.22)

Where ∆φ is the modulating phase, p is the period of the grating, xn are the values of the paraboloid

in x-direction, sx is the width of the observed region in the x direction and sy the width of the paraboloid

in the y direction. The resulting images are shown in Figure 2.5. The reference image is obtained with

∆φ = 0

(a) (b)

Fig. 2.5. a) Reference pattern of crossed fringes; b) Deformed pattern.

The Fourier method is applied to both images. In Fig. 2.6 we show the Fourier transforms, respec-

tively.

Phase differences corresponding to Figs. 2.6(a) and 2.6(b) are shown in Figures 2.7(a) and 2.7(b)

for horizontal and vertical direction respectively. These phase maps are wrapped. Retrieved phases in

both directions of the image look the same, so we compare them with the modulating phases originally

introduced, by Eq. (2.22) to calculate the accuracy of this method.
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(a) (b)

Fig. 2.6. a) Fourier transform for the reference image (Colors were inverted in order to have a better resolution and
distinguish where the lobes are); b) Fourier Transform for the distorted image. The band pass filter used for
the lobes in the horizontal direction are shown with the red rectangle in (b), while in green for the vertical
direction.

(a) (b)

Fig. 2.7. Wrapped phase maps. a) Horizontal direction; b) vertical direction.

In Fig. 2.8 we show a cross-section of the given and the recovered phase maps.

The result of applying the phase unwrapping algorithm to the wrapped phase is shown in Fig. 2.9,

where again a comparison between given and retrieved values of phase are presented.
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2.4. Fringe Deflection 23

Fig. 2.8. Horizontal cut of the wrapped phases for both directions (blue for horizontal and green for vertical direction)
and the modulated phase (red line). Horizontal axis are in pixels and vertical axis are in Radians.

Fig. 2.9. Horizontal cross-section of the unwrapped phases for both directions (blue for horizontal and green for vertical
direction) and the modulated phase (red line). Horizontal axis is in pixels and vertical axis is in Radians.

To calculate the error use the following equation,

σt =

√√√√√ M∑
m=1

N∑
n=1

(
∆φteorm,n −∆φobtm,n

)2

MN
. (2.23)

Based on Eq. (2.23), for the horizontal direction x, the error is found 0.065rad, which corresponds

to a percentage error of0.17%, whereas for the vertical direction it is 0.12rad (0.33%).
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As can be seen, the errors regarding the recovery phases are caused by the unwrapping algorithm

used but still maintain high accuracy and certainty in the results.

In an experimental situation, once the phases for both spatial directions were calculated, the displace-

ments underwent by the fringes can be calculated by Eq. (2.21), and then we can obtain the gradients of

refractive index for both spatial directions via Eqs. (2.6) and (2.7). As a final step, temperature changes

can be computed by Eq. (2.8).
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Conclusions

This chapter describes the mathematical analysis of the optical techniques used in this work.

As for the processing time requirements, the two techniques are similar. In BOS relatively complex

correlation techniques are compared to the complex phase unwrapping algorithms generally used in FD.

BOS and FD are based on the calculation of the derivative of the refractive index. Furthermore these

derivatives are available simultaneously along two directions perpendicular to each other.

Once the refractive index is obtained, the distribution of temperature change between two states can

be calculated by Eq. (2.8).
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Previous studies [1] make use of FD and BOS techniques for the development of research on temper-

ature measurement gradients with analysis of the parameters and variables involved.

In this chapter a numerical analysis of the influence of mainly two parameters (blur and spatial reso-

lution) on the accuracy of the results is presented.

For the numerical simulations, a phase object represented by a Gaussian distribution of the change in

refraction index is considered. The equation representing this type of object is Eq. (2.9), given in Chapter

2. One example of this phase object is shown in Fig. 2(a). In this case, the next values of the variables

are used: ∆n0 = 6.1 × 10−5, Lx = Ly = 10 cm, (x0, y0) = (0, 0), and r0 = 0.2Lx. The

Gaussian function for the index of refraction distribution is a first approximation to represent axisymmetric

phase objects, such as the gas jet issued by a gas burner. The projected images of the background are

discretized using 448×448 pixels. Considering these dimensions in pixels, the corresponding maximum

displacement of the above example is 2.5 pixels for any of the components of displacement.

3.1 Background oriented schlieren

As an example for BOS, a case where the maximum of displacement is 7.5 pixels was considered

for both ∆x and ∆y; the associated displacement fields, for each displacement component, are shown in

Figs. 3.1(a) and 3.1(b), respectively. Eqs. (2.6) and (2.7) generate the x- and y-components of displace-

ment, respectively (these displacements are denoted as the "given" displacements).

The reference BOS image is composed of 16000 computer-generated Gaussian particles, whose

coordinate centers are randomly selected. To generate the displaced image, the center coordinates of

the particles is obtained by adding the particle displacement (∆x,∆y) to the corresponding reference

center coordinates. The displaced image is shown in Fig. 3.1(c). This image and the reference image are

then used to calculate the related displacement fields by using the Fourier algorithm given by Eq. (2.10).
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Performance of BOS may be obtained by comparing the given displacements with the values com-

puted via the Fourier correlation algorithm. The correlation calculation is obtained by Particle Image

Velocimetry (PIV) software from IDT (Provision-XS). [2] The corresponding displacement calculations are

shown in Figs. 3.1(e) and 3.1(f), for the x- and y-components, respectively. Furthermore, in Figs. 3.1(g)

and 3.1(h), cross sections of the two components of displacement, for row 10 and column 143, are shown,

respectively; each figure contains four plots: the given displacement values are shown by solid line (sub-

script g) and the computed or recovered values by discontinuous line (subscript c). Displacements are

given in pixels. The particle radius was selected to be either one or two pixels; as shown below, these

values yield optimal results. For evaluation purposes of FD and BOS, it is not necessary to compare the

given and the computed fields of the change in refraction index, but only the displacement fields.

The rms error for the numerical results is calculated by taking into account the given displacements

(∆xg,∆yg) and the computed values (∆xc,∆yc). The error in the calculation of the x-component of

displacement can be expressed as

ex =

√√√√√ N∑
i=1

(∆xi,c −∆xi,g)
2

N
, (3.1)

where N is the total number of displacement vectors. For the error in the y-displacements, a simi-

lar expression to Eq. (3.1) can be used. The corresponding relative errors can be found by dividing

Eq. (3.1) bymax(∆xg), where max() denotes a function that gets the maximum value of the argu-

ment. Additionally, the total relative error can be determined ase =
√
e2
x + e2

y/max(∆g), where∆g =√
∆x2

g + ∆y2
g .
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 3.1. Influence of displacement range on accuracy of BOS. Typical given displacement maps, for (a) x-displacement
component, (b) y-displacement component. (c) Displaced image. Corresponding computed displacement distri-
bution, (d) x-displacement component, (e) y-displacement component. Cross sections for (f) row 20, horizontal
and vertical components of displacement and (g) column 287, horizontal and vertical components of displace-
ment. In legends, subscripts g and c denote given and computed displacements, respectively. (h) Percentage
relative errors, when varying the size of the correlation sub image (in pixels), for several values of the maximum
of displacement (0.5, 2.5, 5.0 and 7.5 pixels). Axis are in pixels. Negative values in the vertical axis of part (g)
denotes that the zero was set at the center of the image (column 224)
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A numerical error analysis is presented to get insight into the performance of the Fourier correlation

method; we vary the values of maxima of displacement from 0.5 pixels to 7.5 pixels. These values can

be selected by changing the maximum variation of the refractive index ∆n0. Furthermore, the size of the

correlation sub images is varied as well, where squared sub images of 16 × 16, 24x × 24, 32 × 32,

64×64 and 128×128 pixels are assumed. Figure 3.1(h) shows plots containing the resulting percent-

age relative errors of this analysis (an object-to-background distance D of 6 m is selected). By applying

an interpolation technique to the correlation results, it is possible to increase the number of resulting vec-

tors for each image (in this case, 224x224 = 50167 vectors are used).

We have found that the best results are obtained for correlation window sizes of 16× 16 pixels and

32× 32 pixels. In general, low accuracy is obtained for a sub image size of 128× 128 pixels. This is

due to the relatively large gradients of the displacement field that are implicit in the analysis. In connection

with the maximum displacement, values in the range 2.5− 5.0 pix are seen to optimize the calculation,

resulting in relative errors around 0.5%.
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3.2 Fringe Deflection

In order to have displacement sensitivity in two mutually perpendicular directions, two crossed gratings

are used. The reference square grating may be expressed as,

I1(x, y) = a(x, y) + bx(x, y) cos(2πf0,xx+ φref,x) + by(x, y) cos(2πf0,yy + φref,y), (3.2)

Where subscripts x and y denote the direction of the intensity variation (which is perpendicular to the

orientation of the grating). An example of an intensity image obtained by this equation is shown in Fig.

3.2(a) for a grating period of 14 pixels.

Likewise, the displaced image may be given by

I2(x, y) = a(x, y)+bx(x, y) cos [2πf0,x(x−∆x) + φref,x]+by(x, y) cos [2πf0,y(y −∆y) + φref,y] ;

(3.3)

and for the phase object of the previous section –considering the displacement fields shown in Figs. 3.1(a)

and 3.1(b)–, the resulting image is shown in Fig. 3.2(b).

Application of the Fourier method to the reference and the displaced images, implies the calculation

of the Fourier transforms of images in Figs. 3.2(a) and 3.2(b). Figure 3.2(c) contains the corresponding

result for the displaced image. In this figure, we also show the band-pass filters applied to the horizontal

and vertical side lobes (related to the vertical and horizontal gratings, respectively), and they are indicated

by the dashed rectangles. The filters are not applied simultaneously. As it is observed, the size of the

filters is selected in such a way that the number of frequency components, related to a side lobe, that are

allowed to pass, is maximized. This type of selection minimizes any averaging effect that may affect the

calculations.
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After filtering the Fourier-transformed images, four images are generated: two images for the refer-

ence state related to each one of the two filters, and, analogously, two more images for the displaced

image. The inverse Fourier transform of the four images was then taken. The relative phase related to the

x-component displacement can be recovered directly from the Fourier map produced by the filter indicated

by the larger dashed rectangle (associated with the vertical grating) as [3], [4]

∆φx (x, y) = 2πf0,x∆x(x, y) = tan−1

(
S1xC2x − S2xC1x

S1xS2x + C1xC2x

)
, (3.4)

Where Si and Ci are defined as in Eq. (2.20); for example C1x = 1
2
bx(x, y) cos(2πf0,xx + φref,x)

and S2x = 1
2
bx(x, y) sin [2πf0,x(x−∆x) + φref,x]. Here i = 1, 2 designates the reference and the

displaced images, respectively.

Similarly, the recovered phase related to the y-component of displacement becomes (by using the

smaller filter, which is associated with the horizontal fringes)

∆φy (x, y) = 2πf0,y∆y(x, y) = tan−1

(
S1yC2y − S2yC1y

S1yS2y + C1yC2y

)
. (3.5 )

Phase maps calculated by Eqs. (3.4) or (3.5) may give rise to wrapped phase maps when the abso-

lute phase values are larger than π rad. When this occurs, an unwrapping algorithm [5] may be applied.

As indicated by the first equalities of Eqs. (3.4) and (3.5), phase and displacement are proportional.
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(a) (b) (c)

Fig. 3.2. A typical pair of FD images, (a) reference and (b) displaced. (c) Fourier transform of (b); band-pass filters for
vertical and horizontal gratings are indicated by dashed line (right half-plane and smaller rectangle, respec-
tively). The cross gratings have a period of 14 pixels. The value for the maximum displacement is 7.5 pixels,
for both directions. Axis are in pixels.

For the current example, the maps related to the calculated components of displacement, horizontal

and vertical, are shown in Figs. 3.3(a) and 3.3(b), respectively. Further, in Fig. 3.3(c), cross sections

of Figs. 3.3(a) and 3.3(b) are showed, along the horizontal direction for row 20. They are indicated by

discontinuous line. The results obtained by the horizontal grating, subscript H, are shown by thicker dis-

continuous line. Similarly, in Fig. 3.3(d), cross sections of Figs. 3.3(a) and 3.3(b) in the vertical direction

are shown, column 287. The solid curves in Figs. 3.3(c) and 3.3(d) are related to the corresponding given

displacements. The thinner solid lines represent the component of displacement related to the vertical

grating, subscript V. Note that the dashed curves (recovered values) coincide with the continuous curves

(given values) for almost all points. In addition, a relatively large discrepancy is observed at the edges

of the curves of the displacement associated with the horizontal grating (for the cross sections) along the

vertical direction. This is due to aliasing effects stemming from the non-periodicity of the spatial object

along the y-direction. This effect may be reduced as it has been shown in the literature. [5], [6]. Evaluation

of FD can be realized by the computation of the rms error via Eq. (3.1). The rms relative error for the

present case is 0.015%.
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(a) (b)

(c) (d)

Fig. 3.3. An example of computed displacement maps arising from: (a) Vertical grating (related to x-displacements) and
(b) horizontal grating (related to y-displacements). Image size is 448 × 448 pixels. Cross-sections of the
two previous maps and of the given displacement maps (not shown), along: (c) x-direction –row 20– and (d)
y-direction (column 287). Dimensions for axes are pixels.

Next, for FD, an analysis similar to that carried out for BOS in Sec. 3.1 was done, where the maximum

of displacement was varied. Results of percentage relative errors are shown in Fig. 3.4, where in 3.4(a)

and 3.4(b), the profile of the fringes is assumed sinusoidal, as in Eq. (3.2). These two figures show the

errors in the relative phase related to the horizontal and vertical gratings, respectively.

Sinusoidal fringes are difficult to attain in practice because each optical component of the setup (pro-

jector, imaging lens and sensor) presents non-ideal optical transfer functions. A more realistic profile for
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the fringes is that represented by a periodic Gaussian function, which can be modeled by its Fourier se-

ries. The results for the error analysis for this type of fringes are shown in Figs. 3.4(c) and 3.4(d), for

horizontal and vertical gratings, respectively. On all graphs in Fig. 3.4, the values of the y-axis should

be scale down by 10−3. The horizontal axis represents the period of the crossed gratings, which takes

on the values of 3, 5, 7, 10, and 14 pixels. Each figure contains four plots; they correspond to different

values of the maximum of displacement, 0.5, 2.5, 5.0 and 7.5 pixels.

As it is noticed from the plots, the percentage relative error obtained for horizontal fringes is greater

than for vertical fringes. This is due to aliasing effects, as mentioned above. When the grating period

is a multiple of the size of the image, aliasing effects are reduced [7], and larger values of accuracy are

obtained.

In general, for a given period, relatively large displacements imply large errors [8]. In the case of

Gaussian fringes, the discrepancy increases for relatively small and large grating periods.

Overall, the accuracy of the Gaussian fringes is lower than for sinusoidal fringes. However, even in

this case, the resulting accuracy of FD is greater than that obtained by BOS.
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(a) (b)

(c) (d)

Fig. 3.4. Percentage relative errors (vertical axis) vs period (horizontal axis) in pixels for FD (displayed values of errors
should be multiplied by 10−3), with m, for different values of the maximum of displacement, calculated for
sinusoidal fringes using: (a) horizontal grating and (b) vertical grating; and for Gaussian fringes using: (c)
horizontal grating and (d) vertical grating. Information for 3 pixels in (d) is not shown because of scaling
reasons, but it is similar to the corresponding in (c).
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3.3 Relationship between temperature and displacement

Since the range of values of the displacements influences the accuracy of BOS and FD, an analysis

of the relationship of this parameter and the temperature is given next. First, take a Gaussian variation of

the refractive index, as that expressed by Eq. (2.9).

The maximum x − component of displacement is attained at x = r0/
√

2. By using x0 = 0 and

y = 0, Eq. (2.10) yields the maximum displacement ∆xMAX = 1.5D∆n0/n0; hence, by solving Eq.

(2.8) for n, we find that

∆xMAX = −1.5D

n0

(
T0

T
− 1

)
(n0 − 1) . (3.6 )

In Fig. 3.5, relationship (3.6) for a range of temperatures of 2000 oC was plotted. Each plot represents

a different value of object-to-background distance D; for a typical D of 6 m, the maximum displacement

is less than 7 pixels. Considering the results of the last two sections, both FD and BOS can adequately

handle this value of displacement.

Fig. 3.5. Relationship between maximum of displacement (in pixels, vertical axis) and temperature (in oC , abscissa) for
varying object-to-background distance D (1, 2, 3 and 6 m). Reference values for temperature and index of
refraction are T0 = 25 oC and n0 = 1.00022.
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3.4 Evaluation of spatial resolution

Unlike FD, where the number of displacement vectors equals the number of pixels of the images,

BOS yields a number of vectors that depends on the size of the correlation sub images and the level of

interpolation. Then, it may be expected that the spatial resolution of FD be larger than that of BOS. To

show this, a numerical phase object is constructed so that the distribution of the change in refractive in-

dex contains a narrow depression. In practical terms, this depression may represent a lower temperature

region that under certain conditions appears at the exit of gas nozzles. This situation can be modeled as

the difference of two Gaussian functions, each function with different diameter and amplitude.

For example, in Figs. 3.6(a) and 3.6(b), the resulting displacement components for a subtracting

Gaussian function with a diameter of 1/10 the diameter of the main Gaussian function is showed. A max-

imum displacement of 2.5 pixels is assumed for both horizontal and vertical displacement components.

The subtracting Gaussian function is located at the center of the observation region and its amplitude

is 80% of the amplitude of the main function. Cross sections of the associated map of the change in

refractive index (not shown) are illustrated in Fig. 3.6(c), for three different amplitudes of the subtracting

Gaussian: 0.2, 0.4 and 0.8, referenced to the amplitude of the main Gaussian function (amplitude of 1.0).

The cross sections are along row 10.

By analyzing the diameter and the amplitude of the subtracting Gaussian function, influence of spatial

resolution on accuracy can be modeled.

In Figure 3.7, results of the analysis for FD and BOS are shown. By considering the given values of

the distribution of the refractive index, as those shown in Fig. 3.6(c), corresponding values of displacement

can be found. In Fig. 3.7(a), cross sections of the maps of the horizontal component of displacement,

shown in Fig. 3.6(a), along row 10 are showed. Two cases for different amplitude of the subtracting

Gaussian function are included.
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(a) (b) (c)

Fig. 3.6. A flame distribution with a low-temperature zone at its center. Displacement maps for (a) the x-component of
displacement and (b) the y-component. (c) Horizontal cross section, row 10, of the change in index refraction
for a subtracting Gaussian function of radius of 1/10 of the diameter of the main function and for three
values of amplitude, 0.2, 0.4 and 0.8. In parts (a) and (b) axis are in pixels. Part (c) vertical axis has no units
and has an order of 10−5

In Figures 3.7(b) to 3.7(d), FD results are presented for the x − component of displacement –they

are indicated by lines with markers. For comparison reasons, curves of the given values are also included

and are shown by lines without markers. The ordinate axes refer to displacement in pixels.

Each figure from (b) to (d) corresponds to a different value of the diameter of the subtracting Gaus-

sian; three different values are considered, 1/10, 1/20 and 1/30 of the diameter of the main Gaussian

function. The plots in each figure represent different values of the amplitude of the subtracting Gaussian

(0.2, 0.4 and 0.8). For clarity reasons, we show only the central zone of the region under analysis, where

the subtracting Gaussian function is located. It is observed that the smaller the diameter of the depres-

sion, Fig. 3.7(d), or the larger the amplitude of the subtracting Gaussian function– indicated by the dotted

line plots–, the bigger the discrepancy between the given and the computed displacement fields. For this

analysis, a grating period of 3 pixels is assumed.

A similar analysis is done for BOS, and the results are presented in Figs. 3.7(e) - 3.7(g). As it can

be noticed, the same behavior is found as in FD, but discrepancies between the given and computed

values are larger. Figure 3.7(g), which is related to the smaller diameter of the depression, shows that the

depression is not resolved for any of the three cases of amplitude of the subtracting Gaussian function.
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(a) (b) (c)

(d) (e) (f)

(g)

Fig. 3.7. Cross sections, along row 10, of the horizontal component of displacement. (a) Given displacement values for
a diameter of the subtracting Gaussian function of 1/10 that of the main Gaussian function. Two different
cases of the amplitude of the subtracting Gaussian function are included, where 1.0 is the amplitude of the
main Gaussian function. For FD results: (b)-(d) correspond to different diameters of the subtracting Gaussian
function, 1/10, 1/20 and 1/30 of r0 , respectively. Each figure contains three cases of different amplitude
of the subtracting function, 0.2, 0.4 and 0.8. The curves representing the given data are indicated by lines
without markers and the computed curves by lines with markers. For BOS, (e)-(g) are read in a similar way as
those for FD. Axes are in pixels. Negative values in the vertical axis are because the zero pixel was set at the
center of the image.
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3.5 Evaluation of robustness

Blurred regions may appear in recorded images either when changes of the phase object take place

in times shorter than the exposure time of the camera, or when the object is not in focus. Next, it was

evaluated FD and BOS when the recorded images contain regions with low levels of contrast. To simulate

this issue, an averaging filter of 7 pixels in width is applied to the central region of the intensity images.

The strength of the filter is varied gradually from 0, at the edges of the blurred region, to 1, at the center of

the region. As in the previous section, a maximum value of 2.5 pixels for each displacement component

is assumed.

A typical blurred FD image is shown in Fig. 3.8(a), where the averaging filter is applied twice. By vary-

ing the number of times that the filter is applied, the degree of blurring could be selected. In Fig. 3.8(b),

horizontal cross sections were presented, row 20, of the calculated x-component of displacement; here

five plots that represent the number of times that the averaging filter is applied (blurring level) are showed,

0-4 times, where the 0-case corresponds to no blurring (indicated by continuous line without markers).

The cases with blurring are indicated by either discontinuous line or by lines with markers.

An analogous numerical simulation for BOS is presented in Figs. 3.8(c) and 3.8(d). FD is slightly

more robust than BOS as it can seen, and that for regions with large levels of blur (where the averaging

filter is applied four times), both methods produce incorrect results. It is important to note that for FD, the

period of the fringe pattern used for obtaining these results is 12 pixels. With this relatively large period,

despite the fact that the error gets large, according to Fig. 3.4, FD can tolerate more blurring than BOS,

as long as the size of the averaging filter is less than half the grating period.
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(a) (b)

(c) (d)

Fig. 3.8. Evaluation of level of contrast. For FD, (a) typical blurred image (averaging filter is applied 2 times), (b)
Horizontal cross-sections, row 20, of the horizontal component of displacement. The number of times the filter
is applied is varied from 0 to 4. Only the central zone is shown. For BOS, (c) and (d) are described as those for
FD. Axes are in pixels. Negative values in the vertical axis are because the zero pixel was set at the center of
the image.
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The procedure to generate all the analysis is described below.

1. Generate the image with particles, which are located randomly. The profile of the particles is

Gaussian, according to Eq. (2.9). In this way the reference image is created, I (x, y).

2. Generate the distribution of displacements for each particle. The displacements (∆x,∆y) take

the given values by Eqs. (2.10) and (2.11).

3. Produce the displaced image I (x+ ∆x, y + ∆y) by assigning the latter displacements to each

particle of the reference image.

4. Correlate the reference and displaced images by using either correlation by Fourier Transform and

the Fourier phase method. This yields the recovered displacements.

5. Calculate the percentage relative errors by using the recovered and given values of the displace-

ment.
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3.6 Conclusions

The performance of BOS and FD was evaluated by means of numerical simulations. For Gaussian

distributions of refractive index, the accuracy for FD, for typical associated displacements, was larger than

that obtained by BOS was founded out. For relatively small and large displacements (0.5 pixels and

7.5 pixels, respectively) of the spatial structures of the background, errors tended to be rather large for

both techniques.

Fringe deflection requires less numerical processing and its programming code is simpler when com-

pared to BOS, especially when care is taken so that the maximum displacement is smaller than the period

of the gratings, avoiding the use of any unwrapping algorithm. Besides, as FD can yield the desire phys-

ical variable at all pixels of the images, its spatial resolution is slightly larger as well; in BOS, the spatial

resolution is limited by the size of the sub-window.

The numerical results also showed that FD tolerates slightly larger levels of blurring of the images. A

weakness of FD arises when images are not periodical in x- or y-directions. However, even under this

condition, for the particular object phase we dealt with, it is apparent that FD slightly outperforms BOS.
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In Chapter 2, we reviewed the theory of Background-Oriented Schlieren (BOS) and Fringe Deflection

(FD). In Chapter 3, numerical simulations evaluated the performance of these techniques [1]; a phase

object represented by a Gaussian distribution of the change in index of refraction was considered. Dis-

placement maps were obtained by digital correlation in BOS and by a phase technique in FD.

The aim of this Chapter is to evaluate experimentally two features of BOS and FD: The spatial reso-

lution and the sensitivity to image blur [2]. The evaluation is done when the techniques are used for the

measurement of gradient of temperature.

The two techniques were implemented separately. Similar experimental conditions are maintained.

The object corresponds to an axisymmetric flame issued by a gas burner. Displacement maps are mea-

sured and the results are compared. For a better comparison of BOS and FD, a setup that warrants

simultaneity of the measurements through both techniques is employed. In this case, the information

needed by BOS and FD is encoded in the RGB signal of a color image [4]- [6]. By displaying this color

image on a monitor, it can be recorded by a color camera.

The images corresponding to each color channel of the recorded images are then available for anal-

ysis. The proposed color encoding is similar to the one used in Refs. [7] and [8], where the authors used

a background image formed by three superimposed patterns of different color. The additional information

enabled them to increase the accuracy of BOS.

Results of the evaluation of the spatial resolution are given in next section. This evaluation comprises

the analysis of a small depression, which is formed at the exit of the gas nozzle. For this analysis, two

different sizes of the region of observation are considered. Fringe deflection and BOS are applied either

separately or simultaneously. In Sec. 4.2, the sensitivity of the techniques to blur is reported.
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4.1 Experimental evaluation. Spatial resolution

The object under study is a hot jet issued by a gas burner that uses butane gas at 10350 Pa. This

type of object presents a temperature distribution similar to that assumed in the numerical simulations of

Chapter 3. The values of the distances D and d are 70 cm and 430 cm, respectively. The imaging

lens corresponds to a 70− 210 mm zoom lens working at an f-number of 16. To register the images, a

Lumenera 2/3′′ camera, model Lu165 (1024×1280 pixels), with an exposure time of 30ms at 15 fps

was used. Additionally, a color Litemax monitor, model SLD1968 (resolution of 1024× 1280 pixels and

brightness of 1600 cd/m2), is used for displaying the background patterns.

The spatial resolution of BOS and FD is analyzed by reviewing a small depression that is formed at the

exit of the burner. The depression comprises an inner region of the jet, which shows relatively low values

of temperature. Additionally, two different sizes of the region of observation were reported: 11× 21 cm2

and 5.5× 10.5 cm2.

The periodic structure of the monitor may give rise to moiré effect when displaying the gratings em-

ployed by FD. We avoid this effect by selecting the grating periods of the background image so that they

correspond to a multiple of the period of the monitor. Moreover, for BOS, a synthetic background image

composed of 40000 computer-generated Gaussian particles of an average radius of 2 pixels (with re-

spect to the resolution of the monitor) is used. At the image plane, the average particle diameter is around

4 pixels, considering the larger region of observation.

High contrast of the spatial structures of the background is obtained in a similar way than with printed

structures; the principal parameters influencing the contrast are the diameter of the lens aperture, the

exposure time and the spatial resolution of the monitor, the sensor and the lens. Considering the spatial

resolution of the monitor, when the average size of the structures is larger than two pixels –of the monitor–,

images with enough contrast are obtained. A similar condition is observed for the resolution of the combi-
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nation lens-sensor. In connection with the diameter of the aperture, this parameter is set to its minimum

value in order to image both the object and the background. Then, a correct value of the contrast can be

attained by selecting a relatively large value of the exposure time. The exposure time, in turn, must be

short enough to capture the desired temporal scale of the dynamic event under study.

The x- and y-axes are perpendicular between them and are located in the plane of the background, as

observed in Fig. 2.1. The z-axis, which is along the optical axis, is perpendicular to the background plane.

The horizontal and the vertical directions are associated with the x- and y-axes, respectively. Accordingly,

in the reported figures, the predominant direction of the convection jet is along the x-axis.

4.1.1 Large region of observation

The images for FD and BOS are firstly registered sequentially; i.e., two consecutive sets of images

of the object are recorded, one with the BOS background image and the other with the FD background.

General experimental conditions are assumed to remain unchanged during the recording of the two sets

of images. This condition is fulfilled only in the region of the gas jet that is close to the exit of the nozzle;

other regions of the jet are largely affected by turbulence effects. However, the region that enables to

have had some insight of the spatial resolution is precisely the region at the exit of the nozzle, where a

temperature depression is formed.

When implementing the techniques, first, a reference image without phase object is recorded. Then,

after introducing the object, a series of displaced images are registered. These images are then com-

pared with the reference image in order to retrieve the corresponding displacement maps.

In Fig. 4.1(a), a typical raw image of the FD background pattern, which consists of a set of crossed

fringes of periods 4.9 pixels and 9.9 pixels, along the horizontal and vertical directions, respectively

is showed. The size of the raw images is 710 × 1280 pixels. For clarity reasons, only sections of the
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obtained displacement maps are shown in the figures below.

By comparing FD images, with and without the hot gas jet, maps corresponding to the two com-

ponents of displacement (∆x, ∆y) are obtained, as shown in Figs. 4.1(b) and 4.1(c), respectively. In

obtaining the associated phase maps by means of the Fourier method, a rectangular band-pass filter of

60 × 60 pixels is applied in the Fourier domain. Similar results for BOS are presented in Figs. 4.1(d)

- 4.1(f). In this case, the displacement maps are calculated via digital correlation, by using Fourier trans-

formations. A correlation sub-window of 8× 32 pixels is used, and 256× 256 vectors are produced.

The commercial software Provision-XS by IDT19 calculates the correlation maps. Both FD and BOS are

capable of yielding the two in-plane components of displacement.

In order to compare the results from FD and BOS, the BOS maps are interpolated to produce maps

of 710 × 1280 pixels. Corresponding vertical cross sections of the ∆y maps for both techniques are

shown in Figs. 4.1(g) - 4.1(i). Each of these figures represents the data of a certain column; one of the

columns, column 5, is located at the exit of the jet –at the left side of the figures. Lines with markers show

the BOS results.

As observed, the displacement maps are similar up to the first half of the region of observation; be-

yond this zone, they differ because of turbulence effects. An important point to highlight is the ability of

FD to measure relatively large temperature gradients, as those presented at the exit of the jet, where the

depression is located. As it is noticed from the cross sections for columns 5 and 21, the two narrow peaks

associated with those gradients can be fully detected by FD, but only partially by BOS. This difference has

to do mainly with the averaging nature of BOS: when calculating the correlation map, sub-windows with

finite size are used. To increase the detection ability of BOS, we can reduce the size of the sub window,

but a decrease in the accuracy will be observed, since less spatial information is available for analysis.

We assume that the results with the highest accuracy are the ones obtained for a smaller region,
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 4.1. Experimental results for gray-level images. (a) Raw image. (b) ∆y-displacement map, (c) ∆x-displacement
map. BOS results: (d) Raw image, (e) ∆y-displacement map (f) ∆x-displacement map. Vertical cross sections
of ∆y-displacement maps [from (b) and (e)], for different columns: (g) 5, (h) 21 and (i) 400. Vertical axes in (g)
- (i) show the displacements in pixels. Negative values are because the zero pixel was set at the center of the
image. Horizontal axis in (a) - (i) are in pixels and represent a region of the image size.

which is analyzed in Sec. 2.2, since for this region; the equivalent number of pixels is four times the

number used for the large region. The results for the smaller region of observation can then be used as

the reference values of displacement.

In the previous results, a certain level of noise for FD is noticed throughout the image. To reduce that

level of noise, the grating with crossed fringes is replaced by a grating with horizontal fringes (period of

4.9 pix), Fig. 4.2(a). The resulting y-displacement distribution is given in Fig. 4.2(b), and a typical BOS

measurement in Fig. 4.2(c). In Figs. 4.2(d)-4.2(e), we report vertical cross sections of the y-component
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of displacement for BOS and FD, as in Fig. 2.1.

When the object is smaller than the region of observation, for temperature measurement, it is not nec-

essary to retrieve the two components of displacement. Since reference values of displacement for either

a whole column or a whole row can be known in advance, and they can be used during the corresponding

integration process; these known displacement values are generally associated with the temperature of

the surrounding medium.

(a) (b) (c)

(d) (e) (f)

Fig. 4.2. Experimental results for gray-level images. (a) FD raw image (horizontal fringes). (b) FD ∆y-displacement
map, (c) BOS ∆y-displacement map. Vertical cross sections of ∆y-displacement maps [from (b) and (c)], for
different columns: (d) 5, (e) 21 and (f) 400. Vertical axes in (d) - (f) show the displacements in pixels. Negative
values are because the zero pixel was set at the center of the image. Horizontal axis in (a) - (f) are in pixels
and represents a region of the image size.

For a better comparison between FD and BOS, their raw images are recorded simultaneously by

encoding their respective spatial background images on different channels of color images, which are

displayed by the Litemax monitor: the crossed grating is carried in the red signal of the RGB image and

the randomly-located spot pattern in the green signal. Then, when the background is imaged –see Fig.

4.3(a), for example–, the two color-encoded backgrounds may be separated straightforwardly, as shown

in Figs. 4.3(b) and 4.3(c), respectively. In this case, values for the periods of the fringes are 7.4 pixels
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and 14.7 pixels, along the horizontal and vertical directions, respectively; the average particle diameter

is 4 pixels.

In Figs. 4.3(d) and 4.3(e), the corresponding maps of the vertical component of displacement for FD

and BOS re showed. In addition, for completeness, the horizontal component of displacement for BOS is

presented in Fig. 4.3(f), which shows that the technique performance is maintained under the conditions

of simultaneity.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 4.3. Experimental results for RGB images. (a) Raw RGB image. (b) Red-channel image (FD image, crossed fringes),
(c) Green-channel image (BOS image). (d) FD ∆y-displacement map, (e) BOS ∆y-displacement map, (f)
BOS ∆x-displacement map. Vertical cross sections of ∆y-displacement maps [from (d) and (e)], for different
columns: (g) 5, (h) 21 and (i) 400. Vertical axes in (g) - (i) show the displacements in pixels. Negative values are
because the zero pixel was set at the center of the image. Horizontal axis in (a) - (h) are in pixels and represents
a region of the image size.
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Vertical cross sections of Figs. 4.3(d) and 4.3(e) are reported in Figs. 4.3(g)-4.3(i), and they repre-

sent data from different columns. These profiles show an increase in the level of noise with respect to

the results displayed in Fig. 4.1. This effect is produced by the coupling effect among the three-color

channels, which causes the presence of residual signals in the spatial information of the techniques. The

fringe pattern is more affected by the high-frequency spot pattern, and therefore, the FD results report a

higher level of noise. Despite this, FD’s ability to detect large temperature gradients is preserved.

Additionally, it is observed that the BOS cross sections approximately follow the average curve of the

FD cross sections. This means that BOS can yield partially correct values of displacement for zones with

high-gradients of temperature, such as the depression formed at the exit of the nozzle.

By still considering the RGB technique variation, in order to decrease the noise level, the cross grating

is replaced by a grating with horizontal fringes of period 7.4 pixels –as shown in Fig. 4.4(a). In Fig. 4.7,

figures similar to those in Fig. 4.3 are included. By comparing the results of Figs. 4.3 and 4.7, a slight

reduction of noise can be observed in the latter figure.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 4.4. Experimental results for RGB images. (a) Raw RGB image. (b) Red-channel image (FD image, horizon-
tal fringes), (c) Green-channel image (BOS image). (d) FD ∆y-displacement map for FD, (e) BOS ∆y-
displacement map, (f) BOS ∆x-displacement map. Vertical cross sections of ∆y-displacement maps [from
(d) and (e)], for different columns: (g) 5, (h) 21 and (i) 400. Vertical axes in (g) - (i) show the displacements in
pixels. Negative values are because the zero pixel was set at the center of the image. Horizontal axis in (a) -
(i) are in pixels and represent a region of the image size.
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4.1.2 Small region of observation

When the region of observation is reduced to 5.5 × 10.5 cm2, the level of noise for FD and BOS

decreases with respect to the value obtained for the larger region (Sec. 4.1.1), as it is shown by comparing

the results included in Figs. 4.5 and 4.1. The results reported in these figures lack simultaneity in the

recording of the images of FD and BOS. In this case, grating periods of 9.7 pixels and 18.8 pixels was

used for the horizontal and the vertical gratings, respectively. For BOS, a sub window of 16x32 pixels

is used, and the average particle diameter is 8 pixels. In Figs. 4.5(a) and 4.5(b) we present two typical

raw images for each technique. In Figs. 4.5(c)-4.5(f), the associated ∆y-displacement maps and vertical

cross-sections for two different columns are shown.

(a) (b) (c)

(d) (e) (f)

Fig. 4.5. Experimental results for gray-level images. Raw images: (a) FD, (b) BOS; ∆y-displacement map for: (c) FD
and (d) BOS. Vertical cross sections of ∆y-displacement maps [from (c) and (d)], for different columns: (e) 5
and (f) 21. Vertical axes in (e) and (f) show the displacements in pixels. Negative values are because the zero
pixel was set at the center of the image. Horizontal axis in (a) - (f) are in pixels and represent a region of the
image size.
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By taking into account the above smaller region of observation and using the color-encoded technique,

results as those given in Fig. 4.5 can be obtained. In this case, the RGB image displayed by the Litemax

monitor is composed of a grating with horizontal sinusoidal fringes, period of 9.7 pixels, encoded on the

blue channel, and a field of randomly-located spots, encoded on the red channel. This RGB image serves

as the background. A typical recorded image of the background is given in Fig. 4.6(a). Its red and blue

components are displayed in Figs. 4.6(b) and 4.6(c), respectively. For this example, maps of the vertical

component of displacement and some vertical cross sections are reported in Figs. 4.6(f) - 4.6(h). When

comparing these cross sections with those of Fig. 4.5, we notice that the performance of both techniques

remains almost unchanged. In addition, the FD’s ability for detecting large gradients of temperature is

slightly better than that of BOS. This performance dissimilarity was more evident for the larger region of

observation, as shown in Sec. 2.3.
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 4.6. Experimental results for RGB images. (a) Raw RGB image. (b) Red-channel image (FD image, horizontal
fringes), (c) Blue-channel image (BOS image). (d) FD ∆y-displacement map, (e) BOS ∆y-displacement map, (f)
BOS ∆x-displacement map. Vertical cross sections of ∆y-displacement maps [from (d) and (e)], for different
columns: (f) 5, (g) 21 and (h) 400. Vertical axes in (f) - (h) show the displacements in pixels. Negative values
are because the zero pixel was set at the center of the image. Horizontal axis in (a) - (h) are in pixels and
represent a region of the image size.
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4.2 Experimental evaluation. Sensitivity to blur

By considering the smaller region of observation, we induce blur in the recorded images by disturb-

ing the hot jet issued by the nozzle. To achieve this, an auxiliary air jet is directed into the hot jet. The

resulting changes in the temperature of the jet take place in times shorter than the exposure time of the

camera (30ms). Also, because of turbulence effects, the induced changes in the jet do not hold between

consecutive measurements. By considering this condition, typical RGB images as that in Fig. 4.7(a) can

be registered. In this case, a crossed grating with periods of 9.5 pixels and 12.4 pixels, along the

horizontal and vertical directions was used, respectively. The blur is noticed on the separate images, Figs.

4.7(b) and 4.7(c). In Figs. 4.7(d) and 4.7(e), the vertical components of displacement for FD and BOS is

displayed, respectively.

The effect of blur can also be seen from the vertical cross sections of Figs. 4.7(d) and 4.7(e), which

are reported in Figs. 4.7(f)-4.7(h). From Fig. 4.7(f), it is observed that both techniques yield similar

results, except for two narrow peaks, which are difficult for BOS to handle. Therefore, both FD and BOS

can tolerate certain reduction of the contrast of the images. However, as the contrast is further reduced,

the BOS cross sections do not follow the average of the FD curves. This suggests that BOS is more

affected by zones with low contrast. Cross sections related to columns 10 and 513 show this effect. In

these plots, zones largely affected by blur are indicated by letter A.
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 4.7. Experimental results for blurred images. (a) Raw RGB image. (b) Red-channel image (FD image, crossed
fringes), (c) Blue-channel image (BOS image). (d) FD ∆y-displacement map, (e) BOS ∆y -displacement map.
Vertical cross sections of ∆y -displacement maps [from (d) and (e)], for different columns: (f) 50, (g) 10 and (h)
513. Vertical axes in (f) - (h) show the displacements in pixels. Negative values are because the zero pixel was
set at the center of the image. Horizontal axis in (a) - (h) are in pixels and represent a region of the image size.
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4.3 Conclusions

By using the fringe deflection technique and the background-oriented schlieren, a series of exper-

iments were conducted to measure temperature gradients of the jet generated by a gas burner. The

formation of a small temperature depression in the jet allowed us to analyze qualitatively the spatial res-

olution of the techniques. In this regard, two different sizes of the region of observation were employed.

BOS and FD were implemented either separately or simultaneously (this latter variation was carried out

by encoding the signals for each technique on the RGB channels of color images). From the results, it is

apparent that the performance of FD, considering spatial resolution, is slightly better than that of BOS. A

similar result was found for images with low contrast.
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5.1 A Helmholtz resonator

In Chapter 2 was mentioned that Fringe Deflection (FD) is a technique capable of measuring ray de-

flections (or equivalently, projected refractive index gradients [1]) in two mutually orthogonal directions.

The deflections field can be integrated to obtain the spatial distribution of the projected refractive index,

which may be related to density [2]- [4] and concentration [5] variations, for example.

Due to its simplicity when compared with other schlieren methods, FD had used recently successfully

in several applications of fluid dynamics [2]- [5].

In this section of the work, synthetic or zero-net mass jets are studied. A synthetic jet is produced by

successive ejection and suction of fluid across an orifice. A movable diaphragm forming part of a sealed

cavity typically generates the oscillatory flow.

Two adimensional numbers may characterize an unconfined synthetic jet flow [6]- [7]: the dimension-

less stroke length L0

do
and the Reynolds number Re = U0d0

v
. Where L0 =

∫ T/2

0
U(t)dt (length that a

slug of fluid travels away from the orifice during the ejection portion of a period T ), U (t) is the spatially

averaged velocity at the exit plane of the orifice, d0 is the orifice hydraulic diameter, v is the kinematic

viscosity of the fluid, U0 = L0

(T/2)
. In addition, L0

d0
is inversely proportional to Strouhal number, since

f = 1/T the driving frequency. When the diaphragm and the cavity are driven into resonance, then the

electrical power input is relatively low. This makes synthetic jets very efficient actuators for heat transfer,

such as in thermal management of electronic devices.

The experimental setup consists of a Photron UX100 camera (1280x1024 pixels), a printed sheet

with sinusoidal fringes, with 25 fringes per centimeter, which acts as the reference background, and an

imaging Canon lens with focal distance of 300 mm (working at f#16). The printed background is lo-

cated at a distance d′
= 5170 mm from the camera, and the synthetic air jet is placed at a distance

D = 600 mm from the background. Both background and object plane are positioned within the depth

Alan D. Blanco M. 73



74 CHAPTER 5. Application example. A Helmholtz resonator.

Fig. 5.1. Synthetic air jet generator. H is the distance between the heated plate and the cavity surface. Dimensions are
in mm.

of focus of the lens. For the camera, images are acquired at 2000 fps. A schematic diagram of the

device for producing the synthetic air jet is shown in Fig. 5.1. The orifice diameter is 3mm and its stream

wise length is 6.31 mm.

The region of observation is 10x100 mm2 for full images. However, for presenting the results the

images are clipped. A speaker driven by a sinusoidal signal generates the airflow. The background is

illuminated by a 2x10 matrix of high power LEDs (3 W each). The background is printed on a transparent

slide and placed over the surface of an acrylic sheet.

The Reynolds number and the adimensional stroke length of the synthetic air jet are set to 520 (which

implies laminar flow) and 4.4 (which in turn accomplishes the condition for jet formation [8]), respec-

tively. The driving frequency of the speaker matches the first resonance cavity frequency, 125 Hz. The

heated surface (80 oC) corresponds to the aluminum plate of a programmable temperature device (Model

Echotherm IC30, Torrey Pines Scientific).

The reference object state relates to the convective plume produced by the surface at 80 oC . A uni-

form temperature distribution along the plate surface is obtained, Fig. 5.2(d). The displaced images are

in turn registered with the speaker turned on. Figure 5.2(a) shows a typical FD image for the air jet.
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(a) (b)

(c) (d)

Fig. 5.2. Typical images of FD for (a) the synthetic air jet (the observation region is 10 × 36 mm2) and (b) the
convective plate with no jet. The corresponding phase map and temperature field of (b); (c) and (d), respectively.
Axis are in pixels.

Fringe displacements are calculated by the Fourier method [8]. When the aluminum plate is heated,

the resulting time-series displacement maps for one and a half cycles of the jet are shown in Fig. 5.3.

One cycle of the system comprises 16 images. The first half of the sequence of images of a cycle starts

with the forward movement of the diaphragm, which produces the ejection of air. At the 9th image from

the onset of the ejection period, the synthetic jet reaches the heated plate and interacts with it. By con-

sidering these data, an approximated average speed of 3.3 m/s is calculated for the air jet. The ejected

jet forms a vortex pair at the exit of the cavity. The vortices move downstream, and before reaching the

hot plate, they lose their coherence (image 12) and become turbulent. In images 9-16, we can see that

the jet interacts with the plate and at the same time air is drawn into the cavity. At the hot plate surface,

we notice an enhanced mixing of the spatial structures arising from the breakdown of the vortex rings that

impinge on the plate [9]. From image 17, a new cycle starts, and another jet is created. This jet interacts

with the previous one and enhances the mixing process.
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By considering the time series phase maps, it is noticed that for the first cycle, it takes 9 images for the

get to reach the heated plate and only 6 for the second cycle. We think that this discrepancy stems from

the fact that the first cycle corresponds to the moment at which the speaker is turned on and apparently the

systems takes some time to respond. At later cycles, the full periodicity of the phenomenon is observed.

Fig. 5.3. Phase maps corresponding to a complete cycle of the resonator. The image size is 116x201 pix. The color map
denotes phase values in the range−0.9 to 0.9 rad.

The jet dynamics can be optionally shown by the associated temperature fields. By considering that

the variation of the index of refraction is axisymmetric and modeled as a Gaussian function of (y, z), then

Eq. 2.6 can be simplified to

∂n

∂x
=
n0∆x(x, y)

s`
, (5.1)

where ` is the equivalent width of the jet and is related to the diameter of the jet, dj , as
√
πdj/2. As

pointed out [10], the jet diameter can be modeled as a function of the stream wise length,y. This pa-

rameter is estimated by measuring the span wise length of the jet for each instant. Then, maps of the

change of the refractive index can be obtained by any integration method from the displacement distri-

bution; here the trapezoidal method along the x-direction was used [11]. When integration is performed,

the initial values of the variation of refractive index (values from first column), are set to zero. Eq. 2.8 ob-
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tains temperature values. As it is noticed, the reference temperature at each point, T0, is needed. These

can be known by measuring the temperature field resulting from comparing images without convective

plume (heated plate turned off, ambient temperature of 20 oC) and with convective plume (heated plate

set at 80 oC). For this latter case, an horizontal grating was used, and for the variation of the refractive

index ∂n/∂y = n0∆y/(s`P ), where `P is the length of the heated plate along the observation direction,

12.5 cm. The integration process is done along the vertical direction, where the values of temperature

at the heated plate are assumed to be 80 oC and the corresponding values for n0, 1.000186. A second

value of temperature is necessary for the reference temperature distribution to be estimated; this value is

measured by a thermocouple located at the bottom surface of the cavity and is 52 oC . The corresponding

phase map and temperature fields for this reference measurement are shown in Figs. 5.2(c) and 5.2(d).

Considering the reference temperature measurement described and the phase maps of Fig. 5.3, the

resulting temperature maps of the synthetic jet are obtained and are given in Fig. 5.4. The production

of a synthetic jet in each cycle is clearly seen. The temperature image 1 shows the onset of the ejection

of the jet, which is embedded in a varying temperature distribution, which coincides with that shown in

Fig. 5.2(d). As is noticed, the synthetic jet transports air which is basically at the temperature observed

at the exit of the cavity. As this cool air gets close to the heated plate it becomes warmer, image 9. After

impinging with the plate (images 10-17), it is observed a further decrease of the jet temperature. As

mentioned previously, in image 17 a new ejection period begins and the new jet starts interacting with the

debris of the previous jet. The results shown by the times series agrees with the expected phenomenon:

the synthetic jet entrains cool air from ambient, impinges on the bottom heated plate surface and circulates

the surrounding air back to the ambient.
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Fig. 5.4. Temperature distribution maps corresponding to Fig. 5.3. The image size is 116 × 201 pixels. The color
map denotes temperature values in the range 40 oC to 120 oC .
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5.2 Conclusions

The FD technique has been applied to the measurement of temperature of a synthetic air jet when

interacting with the thermal flow produced by a heated surface. The results show the production of a

synthetic air jet by a Helmholtz resonator and the subsequent motion downstream, this occurring during

about half the cycle of the driving frequency. In the other half of the period, the air jet interacts with the

heated plate and draws away surrounding warmed air.

Despite the region of interest was relatively small in the vertical direction, 1 cm, the results show that

FD can be potentially used for the analysis of this type of devices [12].
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6.1 Discussions

Previous works have dealt with the problem of analyzing the performance of BOS [1]- [3]. To improve

the accuracy of the technique, they also used color codification: three speckle patterns were codified

in the signals of each color channel of an RGB projector. A Bayer sensor camera recorded images of

the projected images and 8 independent images were produced: three images with pure primary colors

(RGB), three images with primary colors, an image with secondary colors, and a black-and-white thresh-

olded image. When the results from each independent image were averaged, the accuracy was benefited.

In [4]- [5], the three speckle patterns were replaced by two color-encoded gratings, one coded in the

red signal and the other in the blue signal of the background image. The two gratings are perpendicular to

each other to have sensitivity of index of refraction change along mutually perpendicular directions. The

two techniques, with colored grating and colored spots, are compared by measuring the density distribu-

tion of a supersonic flow. They report that the spatial details of the studied phenomena are captured more

sharply through the technique that uses the colored gratings.

However, in these works, two of the main characteristics that affect the accuracy of BOS, spatial

resolution and robustness to blur and low-contrast, were not analyzed, as it has been done in the present

work.
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6.2 Conclusions

A comparison between the performance of BOS and FD has been shown when used for temperature

measurement. The comparison was carried out just for the determination of displacement maps, since

from that point on wards, the processing is exactly the same for the two techniques.

Both techniques are variations of the schlieren technique, where a knife usually is used to reveal ray

deflections. In BOS and FD, the knife is replaced by a background image.

The processing time for the two techniques is similar. However, in FD, if care is taken to not allow the

phase to get wrapped, then FD is more efficient; besides, generally grating images in FD contain relatively

low levels of noise, so they can be processed by using a simple unwrapping algorithm.

When the distribution of the change of index of refraction can be approximated by a Gaussian func-

tion, then the projected variation of the optical path corresponds to exactly the latter Gaussian function.

Therefore, when the measured displacement maps show a variation that can be adjusted to the deriva-

tive of a Gaussian function, then the refractive index change is recovered straightforwardly, avoiding the

use of any deprojection method (for example, Abel integrals) and even the use of any integration algorithm.

Another important result is that FD, overall, presents slightly higher accuracy than BOS, in particular

when images with blur and low-contrast are used. For industrial applications, however, both techniques

deliver acceptable results (with uncertainties of approximately 5%).

Another important conclusion that was drawn from this work is that FD´s resolution is sufficiently high

as to produce results even for quite small variations of index of refraction, such as those caused by the

presence of an air jet. This issue was particularly observed in the practical case of the analysis of a

Helmholtz cavity, where a synthetic jet of air is formed. In this case, the performance of FD was highly
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demanded, since the contrast of the images was relatively low —due to the short exposure times of the

high-speed camera, and the transiency of the dynamics of the event relatively large (the size of the jet

was only 1 cm).

Some important parameters of the techniques are the following:

• Accuracy of displacement calculation: 1% of the measured range.

• Spatial resolution: 0.1mm.

• Resolution of index of refraction change: 10−6.

• Resolution of density change: 10−3 kg/m3.

• Resolution of temperature change: 1 oC .

• Range of object size: From 1mm to 1m.

• Range of temperature: From 20 oC to 1700 oC .

• Range of displacements: From 0m to 2.4x10−5 m.

• Range of deflection angles: From 0 rad to 3.4x10−4 rad.

• Range of density: From 1.202 kg/m3 to 0.215 kg/m3

• Range of values of periods in FD: 5.2x10−4 m to 1.6x10−3 m.

• Range of values of spot diameters in BOS: 2 to 4 pixels.

• Range of values of sub images in BOS: 16x16 to 128x128 pixels.

• Range of values of the focal distance of the imaging lens: 70− 210mm.
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6.3 Future Work

Future work comprises combining the results obtained by FD in the Helmholtz cavity with those pro-

duced by Particle Image Velocimetry (PIV), in order to complement the temperature results with those of

velocity. The larger the number of variables known for the dynamics of an event, the better the description

of its spatial and temporal behavior.

Another part of the future work is the use of these optical techniques for obtaining temperature fields

in the drum of an electric dryer, which may allow us to have insights related with the increase of energy

efficiency.

Another point to be studied is the way to increase the resolution of FD for the study of transient phe-

nomena, where a high-speed camera is employed. Currently, we have used arrays of 5-W LEDs as the

source of illumination, but, since LEDs with larger power have recently appeared in the market, they may

be used instead.

A final topic to be analyzed is the way to increase the depth of field of the imaging system, as the

object and the background have to be simultaneously in focus. This may be dealt with by using light field

cameras.
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