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“Finally we ought to employ all the aids of 
understanding, imagination, sense and memory, 
first for the purpose of having a distinct intuition of 
simple propositions; partly also in order to compare 
the propositions to be proved with those we know 
already, so that we may be able to recognize their 
truth; partly also in order to discover the truths, 
which should be compared with each other so that 
nothing may be left lacking on which human 
industry may exercise itself”.    

  

René Descartes 
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Abstract 

Analytical methods are described which allow us to perform a comparative study of 

diffractive and non-diffractive beams and pulses. Our description first reviews basic 

properties of the Fresnel diffraction integral applied for calculating the propagation of 

well-known beams. Then, different methods to obtain exact solutions to the wave 

equation in free space are described and their diffractive properties are analyzed. The 

methods described generate solutions which represent pulses or beams spatially localized 

and also pulses or beams that spatially propagate exhibiting spreading or diffraction, in a 

similar way as typical diffractive beams. Additionally, some of the solutions represent 

localized superluminal pulses. Computer simulations are provided to allow a 

comprehensive comparison of the performance of the diffractive and non-diffractive 

solutions. 
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Chapter 1 

Introduction 

Diffraction is an optical phenomenon that produces spatial broadening of a beam or a 

pulse while it travels or propagates in free space. Although in general, some benefits 

can be obtained from the diffractive properties of beams and pulses, there are a lot of 

applications in which keeping the transverse size of a light beam would be of benefit 

as in the case of biomedical images  or space communications [1]. In some cases then, 

spreading or widening of beams due to diffraction result as a limiting factor to achieve 

high quality images or information. Then, developing beams or pulses without (or less) 

diffraction and dispersion is important to several applications [1-2]. 

Basically, the differential equation in free space is the starting point to obtain non-

diffractive or localized solutions. These solutions are also denominated Focus Wave 

Modes. Solutions to the wave equations in this sense were developed years ago [3-9] 

and since then extensive research has been conducted on the subject to obtain new 

solutions. Additionally, experimental research has also been performed to attain 

physically these beams and pulses [10-13]. 

The first experimental observation of a moving pulse that travels without distortion 

and that reproduces its initial shape at certain distances was observed by J. Scott in 

August 1834 and was called a soliton [14]. Later, James Neill Brittingham 

demonstrated that a soliton-like solution satisfied the homogeneous wave equation; 

but the soliton carries infinite energy [3]. After this, Sezginer [15] obtained a truncated 

wave, soliton-like solution with finite energy. In 1985 Ziolkowski proposed a solution 

to the wave equation which propagated without deformation within a limited distance 

of propagation in free space carrying finite energy; these experiments were conducted 

using acoustic waves [4, 10-13]. 
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Using a different approach, in 1987 J. Durnin discovered independently a new localized 

wave solution [7]. This solution was expressed as a continuous Bessel beam [16,17]. 

Further experiments were performed using this solution [8, 17-19]. However, again, 

the Bessel non-diffractive beam carries infinite energy and to be physically realizable 

this wave requires truncation. As a consequence, when properly truncated, its non-

diffractive behavior is maintained only on a limited distance of propagation [13, 18-

20]. These truncated beams are referred as localized beams with a large depth of field 

[19-20]. There are several techniques to experimentally achieve the Bessel beams, 

interferometric [21-22], using conical lenses or axicons [23-25] and producing energy 

pulse trains as proposed by Ziolkowski [10] using ultrasonic waves in water. The first 

acoustical Bessel beam generator was reported by Hsu [26].  

It is important to remark that the first  𝐽0 Bessel non-diffracting optical beam was 

obtained by Durnin using an annular aperture. Looking for new solutions, Jian-yu Lu 

and J. Greenleaf in 1992 described a manner to obtain the now known X-waves [9-11]. 

Other solutions have been developed since then [27]. 

In this thesis we provide a detailed mathematical analysis for obtaining exact solutions 

to the differential equation in free space. Some of the solutions will result in localized 

wave solutions, non-diffractive beams and pulses, other solutions will result in well-

known diffractive beams. 

Our description is presented in chapters as indicted in the index. We begin in the next 

chapter with a brief description of some useful properties of the Fourier transform 

that will allow us to introduce in the following chapters mathematical tools required 

for calculating analytically the Fresnel propagation that will be used for comparative 

purposes. 
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Chapter 2  

Fourier Analysis 

In this chapter we review some concepts of the Fourier transform to be used in 

diffractive pattern calculations. For illustrative purposes some examples are included. 

 

2.1 The Fourier Transform 

The Fourier transform in the space function, for an arbitrary function 𝑓(𝑥, 𝑦), complex 

in general, is defined as 

ℱ{𝑓(𝑥, 𝑦)} = 𝐹(𝑢, 𝑣) = ∫ ∫ 𝑓(𝑥, 𝑦)𝑒−𝑖2𝜋(𝑢𝑥+𝑣𝑦)
∞

−∞
𝑑𝑥𝑑𝑦

∞

−∞
 ,                     (2.1) 

where  𝐹(𝑢, 𝑣) is the function in the frequencies space and (𝑢, 𝑣) are the spectral 

coordinates for (𝑥, 𝑦) respectively. It is possible to calculate the inverse Fourier 

transform as, 

ℱ−1{𝐹(𝑢, 𝑣)} = 𝑓(𝑥, 𝑦) = ∫ ∫ 𝐹(𝑢, 𝑣)𝑒𝑖2𝜋(𝑢𝑥+𝑣𝑦)
∞

−∞
𝑑𝑢𝑑𝑣

∞

−∞
,                  (2.2) 

2.2 Some properties of the Fourier Transform.  

We now consider a few of the basic mathematical properties of the Fourier transform 

[28], that will be used in following chapters.  

• Linearity:  The transform of a weighted sum of two or more functions is simply the 

identically weighted sum of their individual transforms 

ℱ{𝑎𝑔 + 𝑏ℎ} = 𝑎ℱ{𝑔} + 𝑏ℱ{ℎ} = 𝑎𝐺(𝑢) + 𝑏𝐻(𝑢),                    (2.3) 
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• Multiplication  

ℱ{𝑔 ∙ ℎ} = 𝐺(𝑢) ⊗ H(u),                                                     (2.4) 

where we define the convolution ⊗ as  

𝐺(𝑢, 𝑣) ⊗ H(u, v) = ∬ 𝑔(𝑥, 𝑦)ℎ(𝑢 − 𝑥, 𝑣 − 𝑦)𝑑𝑥𝑑𝑦
∞

−∞
 .             (2.5) 

• Convolution: if ℱ{𝑔(𝑥, 𝑦)} = 𝐺(𝑢, 𝑣) and  ℱ{ℎ(𝑥, 𝑦)} = 𝐻(𝑢, 𝑣), then  

ℱ{𝑔(𝑥, 𝑦) ⊗ ℎ(𝑥, 𝑦)} = 𝐺(𝑢, 𝑣) ∙ 𝐻(𝑢, 𝑣) ,                                    (2.6) 

the convolution of two functions in the space domain (an operation that will be found 

to arise frequently in the theory of linear systems) is entirely equivalent to the more 

simple operation of multiplying their individual transforms and inverse transforming. 

• Scaling: if ℱ{𝑔(𝑥, 𝑦)} = 𝐺(𝑢, 𝑣) then, 

ℱ{𝑔(𝑎𝑥, 𝑏𝑦)} =
1

|𝑎𝑏|
𝐺 (

𝑢

𝑎
,
𝑣

𝑏
)  ,                                             (2.7) 

that is, a stretch of the coordinates in the space domain (𝑥, 𝑦) results in a contraction 

of the coordinates in the frequency domain  (𝑢, 𝑣), plus a change in the overall 

amplitude of the spectrum. 

• Shift theorem:  if ℱ{𝑓(𝑥, 𝑦)} = 𝐹(𝑢, 𝑣) then, 

ℱ {𝑓(𝑥 − 𝑥0, 𝑦 − 𝑦0)} = 𝑒
−𝑖2𝜋(𝑢𝑥0+𝑣𝑦0)𝐹(𝑢, 𝑣) ,                        (2.8) 

that is, a translation in the space domain introduces a linear phase shift in the    

frequency domain. 

• Parseval´s theorem (Rayleigh’s theorem): if ℱ{𝑔(𝑥, 𝑦)} = 𝐺(𝑢, 𝑣) then, 

∫ ∫ |𝑔(𝑥, 𝑦)|2𝑑𝑥𝑑𝑦
∞

−∞
= ∫ ∫ |𝐺(𝑢, 𝑣)|2𝑑𝑢

∞

−∞

∞

−∞

∞

−∞
𝑑𝑣 ,                           (2.9) 
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the integral on the left-hand side of this theorem can be interpreted as the energy 

contained in the waveform  |𝑔(𝑥, 𝑦)|2. This in turn leads us to the idea that the quantity 

|𝐺(𝑢, 𝑣)|2 can be interpreted as an energy density in the frequency domain. 

• Fourier integral theorem: At each point of continuity of 𝑔, 

ℱℱ−1{𝑔(𝑥, 𝑦)} = 𝐺−1𝐺(𝑢, 𝑣) = 𝑔(𝑥, 𝑦) ,                                 (2.10) 

at each point of discontinuity of 𝑔, the two successive transforms yield the angular 

average of the values of 𝑔 in a small neighborhood of that point. That is, the successive 

transformation and inverse transformation of a function yields that function again, except 

at points of discontinuity. 

2.3 Fourier transform of a Gaussian distribution 

In a following chapter we will require the Fourier transform of a Gaussian function. We 

introduce a Gaussian function in the form 𝑓(𝑥) = 𝑒−𝜋𝑥
2
. Its Fourier transform is given by 

ℱ{𝑓(𝑥)} = ℱ{𝑒−𝜋𝑥
2
} = 𝐹(𝑢) = ∫ 𝑒−𝜋𝑥

2
𝑒−𝑖2𝜋𝑢𝑥𝑑𝑥

∞

−∞
  ,                          (2.11)    

performing the integral, we obtain, 

ℱ{𝑒−𝜋𝑥
2
} = 𝐹(𝑢) = 𝑒−𝜋𝑢

2
.                                             (2.12) 

Using the scaling property, we obtain the following useful expression, 

ℱ{𝑒−𝜋(𝑎𝑥)
2
} =

1

𝑎
𝑒−𝜋(

𝑢

𝑎
)
2

 .                                                (2.13) 

in an specific case where   𝑎 =
1

√𝜋∙𝑟0
 

ℱ {𝑒
−𝜋(

𝑥

√𝜋∙𝑟0
)
2

} = ℱ {𝑒
−(

𝑥

𝑟0
)
2

} = √𝜋𝑟0𝑒
−(𝜋𝑟0𝑢)

2
.                         (2.14) 
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The above result indicates that the Fourier Transform of a Gaussian spatial function is also 

a Gaussian function in the frequency space. Figure 2.1 shows normalized amplitudes of 

the Gaussian distribution in the spatial domain and in its corresponding spectral space. 

 

Figure 2.1. a) Normalized Gaussian function in its space domain and b) its 

normalized Fourier transform (frequency domain) where the units of 𝑢 are  m−1. 

for  𝑟0 = 0.1 × 10
−6 m . 

 

2.4 Functions with Circular Symmetry: Fourier-Bessel Transforms 

A function 𝑔 is said to be circularly symmetric or axisymmetric if it can be written as a 

function of the radius 𝜌 alone, that is, 

𝑔(𝜌, ∅) = 𝑔(𝜌) .                                                             (2.15) 

The Fourier  transform of  𝑔  in a system of  rectangular coordinates  is given by 

ℱ{𝑔(𝑥, 𝑦)} = 𝐺(𝑢, 𝑣) = ∫ ∫ 𝑔(𝑥, 𝑦)𝑒−𝑖2𝜋(𝑢𝑥+𝑣𝑦)
∞

−∞
𝑑𝑥𝑑𝑦

∞

−∞
 ,                 (2.16) 
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we can make a transformation to polar coordinates in both (𝑥, 𝑦)  and (𝑢, 𝑣) planes as 

follows 

𝑥 = 𝜌 cos ∅   ,           𝑦 = 𝜌 sin∅ ,                                         (2.17) 

𝑢 = 𝑟 cosΘ  ,          𝑣 = 𝑟 sin Θ ,                                          (2.18) 

𝜌 = √𝑥2 + 𝑦2 ,     𝑟 = √𝑢2 + 𝑣2 ,                                      (2.19) 

 and the Fourier transform may be rewritten as 

𝐺(𝑟, Θ) = ∫ 𝑔(𝜌)
∞

0
𝜌𝑑𝜌 ∫ 𝑒−𝑖2𝜋𝑟𝜌cos(∅−Θ)𝑑∅

2𝜋

0
 ,                         (2.20) 

finally, we use the Bessel function identity 

𝐽0(𝑎) =
1

2𝜋
∫ 𝑒−𝑖𝑎 cos(∅−Θ)𝑑∅
2𝜋

0
 ,                                         (2.21) 

where   𝐽0  is a Bessel function of the first kind, zero-order. 

Thus the Fourier transform of a circularly symmetric function (with dependence only of 

radius) is itself circularly symmetric and can be found as 

𝐺(𝑟, Θ) = 𝐺(𝑟) = 2𝜋 ∫ 𝑔(𝜌)
∞

0
𝐽0(2𝜋𝑟𝜌)𝜌𝑑𝜌 .                        (2.22) 

As demonstrated by the above equation a function which is circularly symmetric in the 𝜌 

space results also circularly symmetric in its corresponding spectral space. This is an 

important property that will be used in the next chapter. 
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Chapter 3 

Analytical calculation of diffraction fields 

In this chapter we present some analytical properties of the propagation of beams. 

3.1 Fresnel Diffraction Integral 

To calculate the propagation of fields in the paraxial region the most useful analytical tool 

is the Fresnel diffraction integral [29-31]. This integral has demonstrated that although it is 

an approximation and it does not satisfy the wave equation in the free space gives 

accurate results that properly match with experimental observations. It has to be 

remarked that its validity begins for distances of a few wavelengths up to far fields from 

the object plane; however, as indicated, the diffraction patterns obtained with the Fresnel 

diffraction integral represent accurately experimental measurements. 

The Fresnel diffraction integral is defined as  

Ψ𝐹(𝜉, 𝜂) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
∬ Ψ𝐼(𝑥, 𝑦)
∞

−∞
𝑒𝑖

𝜋

𝜆𝑧
[(𝑥−𝜉)2+(𝑦−𝜂)2]𝑑𝑥𝑑𝑦 ,                    (3.1) 

where 1-i , and   is the wavelength of the source field and the indexes 𝐹 and 𝐼  are 

for final and initial fields. 

Figure 3.1 illustrates the physical situation for applying the Fresnel diffraction integral. The 

object plane is located in a coordinate plane (𝑥, 𝑦, 𝑧 = 0). The plane of observation is 

located in a coordinate plane (𝜉, 𝜂, 𝑧 = 𝑧).Both planes are parallel and are at a distance z . 

By expanding the quadratic terms in the Fresnel integral allows writing equation (3.1) as 

Ψ𝐹(𝜉, 𝜂) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
𝑒𝑖

𝜋

𝜆𝑧
(𝜉2+𝜂2)

∬ Ψ𝐼(𝑥, 𝑦)
∞

−∞
𝑒𝑖

𝜋

𝜆𝑧
(𝑥2+𝑦2)𝑒−𝑖

2𝜋

𝜆𝑧
(𝑥𝜉+𝑦𝜂)𝑑𝑥𝑑𝑦 ,        (3.2) 
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which, by using the Fourier transform notation can be written compactly as, 

Ψ𝐹(𝜉, 𝜂) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
𝑒𝑖

𝜋

𝜆𝑧
(𝜉2+𝜂2)ℱ {Ψ𝐼(𝑥, 𝑦)𝑒

𝑖
𝜋

𝜆𝑧
(𝑥2+𝑦2)}.                            (3.3) 

 

 

Figure 3.1. Amplitude distribution Ψ𝐼(𝑥, 𝑦) at a plane (𝑥, 𝑦, 𝑧 = 0) and its 

corresponding distribution Ψ𝐹(𝜉, 𝜂)  in a plane of observation (𝜉, 𝜂, 𝑧 = 𝑧) after 

propagating a distance z. 

As indicated, equation (3.3) represents a compact form of the Fresnel diffraction 

integral. Using properties described in chapter 2 inherently implies calculating a 

convolution in the Fourier space. This result will find to be useful in following chapters. 

 3.2 The Fraunhofer approximation 

In the previous section we emphasized that the amplitude distribution in the 

observation plane inherently involved the convolution of the spectral functions of the 

object distribution with a quadratic phase term. For some applications it will be 

convenient to circumvent the presence of the quadratic phase term. This can be 

accomplished by moving away the plane of observation at a far distance such that 

𝑧 ≫
𝑘(𝑥2+𝑦2)

2
 .                                                         (3.4) 

When this approximation is valid the intensity distribution results approximately the 

one that corresponds to the Fourier transform of the object amplitude distribution 
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[29-31]. Under this condition these calculations are known as the Fraunhofer 

propagation, and can be written as 

Ψ𝐹(𝜉, 𝜂) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
𝑒𝑖

𝜋

𝜆𝑧
(𝜉2+𝜂2)ℱ{Ψ𝐼(𝑥, 𝑦)} .                                          (3.5) 

In equation (3.5) the quadratic phase has been neglected. Equation (3.5) explicitly 

establishes that in the Fraunhofer regime the amplitude distribution at a far plane of 

observation consists of a quadratic phase term multiplied by the Fourier transform of 

the amplitude distribution at the object plane. 

In the next section will show examples of one-dimensional functions and distributions.  

3.3 Some examples of the Fresnel propagation. 

3.3.1 Example 1: Propagation of a Gaussian distribution (one dimension) 

For brevity we will address to a one-dimensional Gaussian distribution without loss of 

generality.  The amplitude distribution at the object plane with semi-width 𝑟0, can be 

written as 

Ψ(𝑥) = 𝑒
−(

𝑥

𝑟0
)
2

.                                                      (3.6) 

Substituting this equation in the Fresnel integral (3.1) gives, 

Ψ(𝜉) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
∫ 𝑒

−
𝑥2

𝑟0
2∞

−∞
𝑒𝑖

𝜋

𝜆𝑧
(𝑥−𝜉)2𝑑𝑥 .                           (3.7) 

This integral can be solved analytically as follows. First we expand the quadratic phase 

as, 

Ψ(𝜉) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
𝑒𝑖

𝜋

𝜆𝑧
𝜉2
∫ 𝑒

−𝜋𝑥2(
𝜆𝑧−𝑖𝜋

𝜋𝑟0
2 −

𝑖

𝜆𝑧
)∞

−∞
𝑒𝑖
2𝜋

𝜆𝑧
𝑥𝜉𝑑𝑥.                       (3.8) 
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Now, we introduce the new parameter 𝑢 =
𝜋

𝜆𝑧
   to obtain, 

Ψ(𝜉) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
𝑒𝑖

𝜋

𝜆𝑧
𝜉2 ℱ {𝑒

−𝜋𝑥2(
𝜆𝑧−𝑖𝜋𝑟0

2

𝜋𝑟0
2𝜆𝑧

)
}|
𝑢=

𝜉

𝜆𝑧

     ,                            (3.9) 

using the Fourier transform properties of chapter 2, we can finally rewrite equation 

(3.9) as, 

Ψ(𝜉) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
∙ √

𝜋𝑟02𝜆𝑧

𝜆𝑧−𝑖𝜋𝑟02
∙ 𝑒𝑖

𝜋

𝜆𝑧
𝜉2𝑒

−𝜋(
𝜋𝑟0

2𝜆𝑧

𝜆𝑧−𝑖𝜋𝑟0
2)(

𝜉

𝜆𝑧
)
2

 .                      (3.10) 

To visualize the meaning of equation (3.10), we rewrite it as, 

Ψ(𝜉) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
∙ √

𝜋𝑟02𝜆𝑧

𝜆𝑧−𝑖𝜋𝑟02
𝑒𝑖

𝜋

𝜆𝑧
𝜉2𝑒

−𝜋2𝑟0
2(

𝜆𝑧+𝑖𝜋𝑟0
2

𝜆2𝑧2+𝜋2𝑟0
4)
𝜉2

𝜆𝑧  .                (3.11) 

It will be noticed that equation (3.11) represents a Gaussian distribution with a 

quadratic phase. It can be compactly be written as,  

Ψ(𝜉) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
∙ √

𝜋𝑟02𝜆𝑧

𝜆𝑧−𝑖𝜋𝑟02
∙ 𝑒
−
𝜉2

𝑟2  𝑒𝑖
𝜋

𝜆

𝜉2

𝑅  ,                               (3.12) 

where we define the complex constant term as, 

𝐴 =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
∙ √

𝜋𝑟02𝜆𝑧

𝜆𝑧−𝑖𝜋𝑟02
 ,                                                  (3.13) 

𝑟 is the semi-width of the Gaussian beam, 

𝑟 = 𝑟0√1 +
𝜆2𝑧2

𝜋2𝑟0
4 ,                                                (3.14) 

and 𝑅 is the radius of curvature,   

 𝑅 =
𝜆2𝑧2+𝜋2𝑟0

4

𝜆2𝑧
 .                                                    (3.15) 
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It can be noticed in the above equation that there are two terms that correspond to 

the amplitude and to the radial distribution of the Gaussian beam at the plane of 

observation. As the distance of propagation 𝑧 increases then the semi-width of the 

beam becomes wider while its amplitude decreases; this is a necessary condition 

because the energy of the beam must be conserved. The last term of equation 3.12 

represents a quadratic phase similarly to a spherical wave. Figure 3.2 shows how the 

Gaussian beam intensity distribution evolves as it propagates along the 𝑧 distance. 

 

 

 

 

 

 

Figure 3.2 . Gaussian intensity distributions at three distances of propagation. The 

continuous line plot is at  𝑧 = 1 m, the dotted line plot is at 𝑧 = 3 m and the dashed 

line  plot  is at  𝑧 = 6 m,   𝑟0 = 6 × 10
−4 m  and  𝜆 = 638 × 10−9 m.  

 

3.3.2 Example 2: Propagation of a Circ function. 

The Circ function is defined as 

Circ(r) = {
1     if    r < 𝑎
0   otherwise

 ,                                             (3.16) 

where                                                      r = √𝑥2 + 𝑦2,                                                     (3.17) 

and 𝑎 represents the radius of the circular aperture. 
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The corresponding amplitude distribution in the plane )(  -  can be calculated by 

means of the Fresnel integral, 

Ψ(𝜉, 𝜂) =
𝑒𝑖𝑘𝑧

√𝑖𝜆𝑧
∬ Ψ(𝑥, 𝑦)
∞

−∞
𝑒𝑖

𝜋

𝜆𝑧
[(𝑥−𝜉)2+(𝑦−𝜂)2]𝑑𝑥𝑑𝑦 .             (3.18) 

For solving the above integral it will be convenient to introduce the following change 

of    variables,       

     𝑥 = 𝜌 cos ∅ ,  𝑦 = 𝜌 sin∅,                                     (3.19) 

𝜉 = 𝑟 cos Θ ,  𝜂 = 𝑟 sinΘ.                                      (3.20) 

It will be noticed that by substituting the Circ function in Ψ(𝑥, 𝑦) in equation (3.18), 

the object function Ψ(𝑥, 𝑦) will now be a function of the form Ψ(𝜌, 𝜙). Furthermore, 

being a symmetrical function in 𝜙  it can finally be written as a function of only one 

variable as  Ψ(𝜌). 

Under the above conditions, equation (3.18) can now be written as, 

Ψ(𝜉, 𝜂) =
𝑒𝑖𝑘𝑧

𝑖𝜆𝑧
𝑒𝑖

𝜋

𝜆𝑧
𝑟2
∫ Ψ(𝜌)𝑑𝜌 𝜌𝑒𝑖

𝜋

𝜆𝑧
𝜌2∞

0
∫ d∅
2π

0
𝑒−𝑖

2𝜋

𝜆𝑧
𝑟𝜌 cos(∅−Θ) .           (3.21) 

 

To proceed further we use the integral definition of the Bessel function of the first 

kind, zero-order (2.21) to obtain,  

Ψ(𝜉, 𝜂) =
𝑒𝑖𝑘𝑧

𝑖𝜆𝑧
𝑒𝑖

𝜋

𝜆𝑧
𝑟22𝜋 ∫ Ψ(𝜌)𝑒𝑖

𝜋

𝜆𝑧
𝜌2∞

0
J0 (

2𝜋

𝜆𝑧
𝑟𝜌) 𝜌 𝑑𝜌 .                      (3.22) 

The integral in equation (3.22) cannot be solved in a closed form and it has to be 

estimated by numerical algorithms. However, for illustrative purposes we will limit 

ourselves to calculate this integral using the Fraunhofer approximation. Thus, for this 

case, we can neglect the term  𝑒𝑖
𝜋

𝜆𝑧
𝜌2  and write the integral in (3.22) as, 

Ψ(𝜉, 𝜂) =
𝑒𝑖𝑘𝑧

𝑖𝜆𝑧
𝑒𝑖

𝜋

𝜆𝑧
𝑟22𝜋 ∫ Ψ(𝜌)

ρ=𝑎

ρ=0
J0 (

2𝜋

𝜆𝑧
𝑟𝜌) 𝜌 𝑑𝜌 .                            (3.23) 
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Now, to solve the integral in the above equation we make the following change of 

variables 

𝑠 =
2𝜋

𝜆𝑧
𝑟𝜌,              

𝜆

2𝜋𝑟
𝑑𝑠 = 𝑑𝜌.                                       (3.24) 

Equation (3.23) without considering multiplicative factor can now be written as, 

Ψ(𝑟) = (
𝜆𝑧

2𝜋𝑟
)
2

∫ 𝑠
s=
2𝜋

𝜆𝑧
𝑟𝑎

s=0
J0(𝑠)𝑑𝑠 .                               (3.25) 

Using the following property,  

∫ 𝑥
𝑏

0
J0(x)𝑑𝑥 = 𝑥𝐽1(𝑥)|0

𝑏 ,                                                (3.26) 

leads to, 

Ψ(𝑟) = 𝑎2
𝐽1(

2𝜋

𝜆𝑧
𝑟𝑎)

(
2𝜋

𝜆𝑧
𝑟𝑎)

.                                               (3.27) 

Using the definition of the Bessel-sinc, Bsinc(𝑥) function, Bsinc(𝑥) =
𝐽1(𝑥)

𝑥
,  allow us 

to write finally equation (3.27) as 

Ψ(𝑟) = 𝑎2Bsinc (
2𝜋

𝜆𝑧
𝑟𝑎).                                                      (3.28) 

A plot of the above equation is shown in figure 3.3. 

 

 

 

 

Figure 3.3.  Bsinc  intensity distributions in the plane of observation. The continuous 

line plot is at  𝑧 = 1 m, the dotted line plot is at 𝑧 = 3 m and the dashed line plot is at 

𝑧 = 6 m, with 𝑎 = 5 × 10−3 m  and  𝜆 = 638 × 10−9 m. 
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3.3.3 Example 3: Far propagation of an annular slit 

In this example we describe how to generate a Bessel function of the first kind zero-

order due to the importance of such a field as it propagates as a non-diffractive beam. 

Instead of the Fresnel propagation a lens is included to disregard a quadratic 

multiplicative phase. The physical situation is depicted in figure 3.4. 

 

 

Figure 3.4. Experimental setup to generate an amplitude distribution of a Bessel 

function.  

 

The annular function in the object plane is written as  

Ψ(𝜌) = 𝛿(𝜌 − 𝑎),                                                      (3.29) 

where 𝛿 is the Dirac delta function. 

Using the lens as a Fourier transforming device, and using equation (3.23) the 

propagation at the back focal plane of the lens can be written as [29], 

Ψ(𝑟) = 2𝜋
𝑒
𝑖
2𝜋
𝜆
𝑓

𝑖𝜆𝑓
∫ 𝛿(𝜌 − 𝑎)
∞

0
J0 (

2𝜋𝑟𝜌

𝜆𝑓
) 𝜌𝑑𝜌.                          (3.30) 



22 
 

Using well known properties of the Dirac delta functions allow calculating the integral 

in equation (3.30) as 

Ψ(𝑟) = 2𝜋
𝑒
𝑖
2𝜋
𝜆
𝑓

𝑖𝜆𝑓
J0 (

2𝜋𝑟𝑎

𝜆𝑓
).                                        (3.31) 

In chapter 4 it is shown in detail that the Bessel function given in equation (3.31) 

represents a non-diffractive  beam; for this reason, instead of plotting the intensity 

distribution at the plane of observation as we have commonly done in the previous 

examples, we  plot in figure 3.5 the normalized amplitude  of this distribution.   

 

 

Figure 3.5. Normalized amplitude of the Bessel field at the plane of observation. 

𝑓 = 10 × 10−2 m, 𝑎 = 5 × 10−3 m,  𝜆 = 638 × 10−9 m. 
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Chapter 4  

Analytical methods for finding solutions leading to 

non-diffractive waves. 

In this chapter we introduce analytical methods for solving the wave equation in free 

space. It will be seen that some of these methods will lead to non-diffractive waves and 

also to diffractive waves. Additionally some of these solutions will consist of optical pulses. 

 

4.1 Solutions to the homogeneous wave equation in free space. 

The wave equation in free space reads, 

(
𝜕2𝜓(𝑥,𝑦,𝑧;𝑡)

𝜕𝑥2
+
𝜕2𝜓(𝑥,𝑦,𝑧;𝑡)

𝜕𝑦2
+
𝜕2𝜓(𝑥,𝑦,𝑧;𝑡)

𝜕𝑧2
−

1

𝑐2
𝜕2𝜓(𝑥,𝑦,𝑧;𝑡)

𝜕𝑡2
) = 0.                (4.1) 

One of the methods suggested consists in writing the transversal part of the wave 

equation (4.1) in cylindrical coordinates (𝜌, 𝜙, 𝑧, 𝑡) to attain separated the  𝑧 and  𝑡 

dependence [31,32]. The method is as follows. 

Before solving equation (4.1) it is convenient to write it in axially symmetric cylindrical 

coordinates as, 

(
𝜕2

𝜕𝜌2
+
1

𝜌

𝜕

𝜕𝜌
+

𝜕2

𝜕𝑧2
−

1

𝑐2
𝜕2

𝜕𝑡2
)𝜓(𝜌, 𝑧; 𝑡) = 0.                                     (4.2) 

Now, to solve equation (4.1) we will proceed as follows. 

First, we take again equation (4.2) and propose a solution given by, 

𝜓(𝑥, 𝑦, 𝑧; 𝑡) = 𝜓𝐴(𝑥, 𝑦)𝑒
𝑖(𝑘𝑧𝑧−𝜔𝑡) .                                             (4.3) 

We now propose a Fourier method to solve equation (4.3). For this, we write 𝜓𝐴(𝑥, 𝑦) as a 

function of its inverse Fourier transform as, 

𝜓𝐴(𝑥, 𝑦) = ∬ 𝜓̃𝐴(𝑢, 𝑣)𝑒
𝑖2𝜋(𝑢𝑥+𝑣𝑦)𝑑𝑢𝑑𝑣

+∞

−∞
,                              (4.4) 

where (𝑢, 𝑣) represent the corresponding Fourier coordinate to (𝑥, 𝑦). 
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To obtain the cylindrical solution we propose cylindrical coordinates parameters as 

follows. Let, 

𝑘𝑥 = 2𝜋𝑢  ,      𝑘𝑦 = 2𝜋𝑣  ,                                                 (4.5) 

𝑥 = 𝜌 cos𝜙   ,     𝑦 = 𝜌 sin𝜙 ,                                           (4.6) 

𝑘𝑥 = 𝑘𝜌 cos Θ  ,      𝑘𝑦 = 𝑘𝜌 sinΘ .                                   (4.7) 

Equation (4.4) can be rewritten as, 

𝜓𝐴(𝜌, Θ) =
1

(2𝜋)2
∫ ∫ 𝜓̃𝐴(𝑘𝜌, Θ)

+∞

−∞

2𝜋

0
𝑒𝑖𝑘𝜌𝜌 cos(Θ−𝜙)𝑘𝜌𝑑𝑘𝜌𝑑Θ .           (4.8) 

Now in order to attain physical meaning we must restrict  𝜓̃𝐴(𝑘𝜌, Θ) to be periodic on the 

variable  Θ. Then, 𝜓̃𝐴(𝑘𝜌, Θ)  can be represented by a Fourier series as,  

𝜓̃𝐴(𝑘𝜌, Θ) = ∑ 𝐴𝑛(𝑘𝜌)𝑒
−𝑖𝑛Θ .+∞

𝑛=−∞                                       (4.9) 

In equation (4.4) 𝜓̃𝐴(𝑘𝜌, Θ) has a period  2𝜋. The coefficients 𝐴𝑛 must depend on  𝑘𝜌 in 

order to be consistent. 

Equation (4.8) can now be written as, 

𝜓𝐴(𝜌, Θ) =
1

(2𝜋)2
∑ ∫ 𝑘𝜌𝐴𝑛(𝑘𝜌)

+∞

−∞
𝑑𝑘𝜌 ∫ 𝑒𝑖𝑘𝜌𝜌 cos(Θ−𝜙)𝑒−𝑖𝑛Θ

2𝜋

0
+∞
𝑛=−∞ 𝑑Θ .      (4.10) 

Now changing  Θ − 𝜙 = Θ′  and considering that the function inside the integral over Θ is 

periodic, leads to, 

𝜓𝐴(𝜌) =
1

2𝜋
∑ (𝑖)𝑛𝑒−𝑖𝑛ϕ ∫ 𝑘𝜌𝐴𝑛(𝑘𝜌)

∞

−∞
𝐽𝑛(𝑘𝜌𝜌)𝑑𝑘𝜌

+∞
𝑛=−∞  .                        (4.11) 

In equation (4.11)  𝐽𝑛 represents the Bessel-Function of the first kind 𝑛-order. 

We can see that the equation (4.3) changes its dependency  𝜓(𝑥, 𝑦, 𝑧; 𝑡)  to 

𝜓(𝜌, 𝑧; 𝑡) because 𝜓𝐴(𝜌) depends on 𝜌 only. 

By this assumption and substituting equation (4.11) into equation (4.3) with its 𝜓(𝜌, 𝑧; 𝑡) 

form, we obtain 

𝜓(𝜌, 𝑧; 𝑡) =
1

2𝜋
∑ (𝑖)𝑛𝑒−𝑖𝑛ϕ ∫ 𝑘𝜌𝐴𝑛(𝑘𝜌)

∞

−∞
𝐽𝑛(𝑘𝜌𝜌)𝑑𝑘𝜌𝑒

𝑖(𝑘𝑧𝑧−𝜔𝑡)+∞
𝑛=−∞  .             (4.12) 
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As is well-known the most general solution is obtained as a linear combination over 

𝑘𝑧  and 𝜔 as, 

𝜓(𝜌, 𝑧; 𝑡) =
1

2𝜋
∑ (𝑖)𝑛𝑒−𝑖𝑛ϕ+∞
𝑛=−∞ ∭ 𝑘𝜌𝐴𝑛(𝑘𝜌)𝐽𝑛(𝑘𝜌𝜌)𝑒

𝑖(𝑘𝑧𝑧−𝜔𝑡)
∞

−∞
𝑑𝑘𝜌𝑑𝑘𝑧𝑑𝜔.      (4.13) 

For the particular case  𝑛 = 0,  equation  (4.13) reduces to, 

𝜓(𝜌, 𝑧; 𝑡) =
1

2𝜋
∫ ∫ ∫ 𝑘𝜌𝐴0(𝑘𝜌)𝐽0(𝑘𝜌𝜌)

∞

𝑘𝜌=0
𝑒𝑖(𝑘𝑧𝑧−𝜔𝑡)

∞

𝑘𝑧=−∞
𝑑𝑘𝜌𝑑𝑘𝑧𝑑𝜔

∞

𝜔=−∞
.       (4.14) 

Equation (4.14) represents a general solution of the wave equation in free space; that 

indeed is a valid solution of equation (4.2) and is demonstrated as follows. Taking 

equation (4.14), we obtain the following equations, 

𝜕2𝜓(𝜌,𝑧;𝑡)

𝜕𝜌2
=

1

2𝜋
∫ ∬ −𝑘𝜌

2[−
1

𝜌

+∞

−∞

∞

0
𝐽1(𝑘𝜌𝜌)+𝑘𝜌𝐽0(𝑘𝜌𝜌)]𝑒

𝑖𝑘𝑧𝑧𝑒−𝑖𝜔𝑡𝐴(𝑘𝜌)𝑑𝑘𝜌𝑑𝑘𝑧𝑑𝜔,    

(4.15) 

 

1

𝜌

𝜕𝜓(𝜌,𝑧;𝑡)

𝜕𝜌
 =

1

2𝜋
∫ ∬ −

𝑘𝜌
2

𝜌
𝐽1(𝑘𝜌𝜌)

+∞

−∞

∞

0
𝑒𝑖𝑘𝑧𝑧𝑒−𝑖𝜔𝑡𝐴(𝑘𝜌)𝑑𝑘𝜌𝑑𝑘𝑧𝑑𝜔 ,               (4.16) 

𝜕2𝜓(𝜌,𝑧;𝑡)

𝜕𝑧2
=

1

2𝜋
∫ −
∞

0
𝑘𝜌𝑘𝑧

2𝐽0(𝑘𝜌𝜌)𝑒
𝑖𝑘𝑧𝑧𝑒−𝑖𝜔𝑡𝐴(𝑘𝜌)𝑑𝑘𝜌𝑑𝑘𝑧𝑑𝜔 ,                    (4.17) 

 

−
1

𝑐2
𝜕2𝜓(𝜌,𝑧;𝑡)

𝜕𝑡2
= −

1

2𝜋𝑐2
∫ ∬ −𝜔2𝑘𝜌

+∞

−∞

∞

0
𝐽0(𝑘𝜌𝜌)𝑒

𝑖𝑘𝑧𝑧𝑒−𝑖𝜔𝑡𝐴(𝑘𝜌)𝑑𝑘𝜌𝑑𝑘𝑧𝑑𝜔 ,         (4.18) 

to calculate the above equations we used the following recurrence equations, 

𝐽𝑚
 ′(𝑥) =

𝑚

𝑥
𝐽𝑚(𝑥) − 𝐽𝑚+1(𝑥),                                              (4.19) 

𝐽𝑚+1(𝑥) =
2𝑚

𝑥
𝐽𝑚(𝑥) − 𝐽𝑚−1(𝑥).                                           (4.20) 

By adding equations (4.15) up to (4.18) we obtain, 

−[𝑘𝜌
2 + 𝑘𝑧

2 −
𝜔2

𝑐2
] 𝜓(𝜌, 𝑧; 𝑡) = 0                                           (4.21) 

 

Thus we have demonstrated that the solution satisfies the differential wave equation 

provided that,  

𝑘𝑧
2 =

𝜔2

𝑐2
− 𝑘𝜌

2 .                                                   (4.22) 
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For calculations at far fields, it is possible to neglect the contribution of evanescent waves 

by assuming, 

𝑘𝑧 > 0  , √
𝜔2

𝑐2
− 𝑘𝜌

2 > 0 .                                         (4.23) 

 

Then the general solution to equation (4.13) for the case  𝑛 = 0 , can be written as, 

𝜓(𝜌, 𝑧; 𝑡) = ∫ ∬ 𝑘𝜌𝐽0(𝑘𝜌𝜌)
+∞

−∞

𝜔

𝐶
0

𝑒
𝑖(√

𝜔2

𝑐2
−𝑘𝜌

2)𝑧
𝑒−𝑖𝜔𝑡𝐴0(𝑘𝜌, 𝜔)𝑑𝑘𝜌𝑑𝜔.          (4.24) 

Finally it is important to remark that 𝐴0(𝑘𝜌, 𝜔) represents the spectrum of the object 

amplitude distribution in the (𝑥, 𝑦, 𝑧 = 0)  plane. As this variable performs an important 

role in the calculations we rename 𝐴0(𝑘𝜌, 𝜔) as 𝑆(𝑘𝜌, 𝜔) to indicate as explicit as possible 

that this term is a spectral function that corresponds to the object amplitude distribution 

of the field. Then we rewrite (4.24) as 

𝜓(𝜌, 𝑧; 𝑡) = ∫ ∬ 𝑘𝜌𝐽0(𝑘𝜌𝜌)
+∞

−∞

𝜔

𝐶
0

𝑒
𝑖(√

𝜔2

𝑐2
−𝑘𝜌

2)𝑧
𝑒−𝑖𝜔𝑡𝑆(𝑘𝜌, 𝜔)𝑑𝑘𝜌𝑑𝜔.            (4.25) 

Equation (4.25) represents the main tool for obtaining solutions to the wave equation. In 

the following chapters we describe some methods to obtain different solutions to the 

wave equation in the free space. As indicated above, some of the solutions will represent 

non-diffractive waves or pulses and others will represent diffractive waves. 
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Chapter 5  

Spectral functions to generate solutions to the wave 

equation. 

In the last chapter we introduced the spectral function   𝑆(𝑘𝜌, 𝜔). In this chapter we 

explicitly show that this spectral function represents the key for obtaining different 

solutions to the wave equation in free space. In what follows we will describe some 

examples. Several of these examples will represent diffractive waves and others not, as it 

will show.  

 

5.1 Gaussian beam 

As a first case we will consider a spectral function localized at 𝜔0  modulated by Gaussian 

amplitude as 

  𝑆(𝑘𝜌, 𝜔) = 𝑒
−𝑎2𝑘𝜌

2
𝛿(𝜔 − 𝜔0) .                                           (5.1) 

We will show that this spectral function leads to the typical paraxial Gaussian beam. 

By substituting equation (5.1) into (4.25) we obtain, 

𝜓(𝜌, 𝑧; 𝑡) = ∫ ∫ 𝑒−𝑎
2𝑘𝜌

2
𝛿(𝜔 − 𝜔0)𝑘𝜌𝐽0(𝑘𝜌𝜌)

∞

−∞

𝜔

𝐶
0

𝑒
𝑖(√

𝜔2

𝑐2
−𝑘𝜌

2)𝑧
𝑒−𝑖𝜔𝑡𝑑𝑘𝜌𝑑𝜔.    (5.2) 

In equation (5.2) the integral over 𝜔 can readily be performed; however the integral over 

𝑘𝜌 cannot be calculated analytically. Then, we will find a paraxial approximation as 

follows. 

We take a first order approximation of the square root as,  

√
𝜔2

𝑐2
− 𝑘𝜌

2 ≈
𝜔

𝑐
−
𝑘𝜌
2𝑐

2𝜔
 .                                                       (5.3) 

Additionally we extend again the integral over  𝑘𝜌 up to infinity to include evanescent 

waves. It seems that evanescent waves can be neglected, however extending the integral 

to infinity necessarily takes into account evanescent waves similarly as in the Fresnel 

diffraction integral. Then we obtain, 
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𝜓(𝜌, 𝑧; 𝑡) = 𝑒
𝑖(
𝜔0𝑧

𝑐
−𝜔0𝑡) ∫ 𝑒

−(𝑎2+𝑖
𝑐𝑧

2𝜔0
)𝑘𝜌

2∞

0
𝐽0(𝑘𝜌𝜌)𝑘𝜌𝑑𝑘𝜌 .                     (5.4) 

There is not a straightforward way to calculate the integral in (5.4). Fortunately we can 

calculate the integral in an indirect way as follows. First, we consider the following inverse 

Fourier transform, 

ℱ−1{𝑒−𝑎
2(𝑢2+𝑣2)} = ∫ ∫ 𝑒−𝑎

2(𝑢2+𝑣2)+∞

−∞
𝑒𝑖2𝜋(𝑢𝑥+𝑣𝑦)𝑑𝑢

+∞

−∞
𝑑𝑣.                   (5.5) 

With the Fourier properties listed in chapter 2 we obtain, 

ℱ−1{𝑒−𝑎
2(𝑢2+𝑣2)} =

𝜋

𝑎2
𝑒
−𝜋2(

𝑥2+𝑦2

𝑎2
)
 .                                          (5.6) 

Now, making the following variable changes in equations (5.5) and (5.6), 

𝑘𝑥 = 2𝜋𝑢  , 𝑘𝑦 = 2𝜋𝑣 ,                                                              (5.7) 

  𝑥 = 𝜌 cos𝜙 ,   𝑦 = 𝜌 sin𝜙 ,                                                       (5.8) 

  𝑘𝑥 = 𝐾 cosΘ ,  𝑘𝑦 = 𝐾 sinΘ ,                                                  (5.9) 

substituting (5.7 - 5.9) into (5.5) leads to,  

∫ ∫
1

4𝜋2
∙ 𝑒
− 𝑎2

𝐾2

4𝜋2 
 2𝜋

0

∞

0
𝑒−𝑖𝐾𝜌 cos(Θ−𝜙)𝐾𝑑𝐾𝑑Θ =

𝜋

𝑎2
𝑒
−𝜋2(

𝜌2

𝑎2
)
,                 (5.10) 

which can be rewritten as, 

∫ 𝐾𝑒
− 𝑎2

𝐾2

4𝜋2 
 ∞

0
𝐽0(𝐾𝜌)𝑑𝐾 =

4𝜋2

2𝑎2
𝑒
−𝜋2(

𝜌2

𝑎2
)
 .                                       (5.11) 

Finally it will be useful to define  𝑎′
2
=

𝑎2

4𝜋2 
  . Then the integral (5.11) leads, 

∫ 𝐾𝑒− 𝑎
′2𝐾2 ∞

0
𝐽0(𝐾𝜌)𝑑𝐾 =

1

2𝑎′
2 𝑒

−(
𝜌2

4𝑎′
2)

 .                                     (5.12) 

Equation (5.12) can now be used to evaluate (5.4) by now defining   𝑎′
2
= 𝑎2 + 𝑖

𝑐𝑧

2𝜔0
.  

Then equation (5.4) has now been solved with the result,  

𝜓(𝜌, 𝑧; 𝑡) =
1

2(𝑎2+𝑖
𝑧

2𝑘0
)
𝑒
−[

𝜌2

4(𝑎2+𝑖
𝑧
2𝑘0

)
]

𝑒𝑖𝑘0(𝑧−𝑐𝑡) ,                          (5.13) 
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where, for brevity we have introduced the wave number, 

𝑘0 =
𝜔0

𝑐
.                                                                   (5.14) 

As anticipated, equation (5.13) represents the typical equation of the propagation of a 

Gaussian beam from its waist plane up to distance 𝑧 as obtained with the Fresnel 

diffraction integral.  Figure 5.1 shows how this Gaussian beam propagates while it travels 

along  𝑧.  

 

 

                                                                                                                                                              

Figure 5.1 . a) Intensity of a Gaussian beam obtained with the spectral generating 

function (5.1) at different distances (z axis) , 𝑐 = 3 × 108 m/s, 𝜔0 = 3 × 10
15 s−1, 

𝑎 = 1 × 10−4 𝑚 . 

 

The above result demonstrates that the spectral distribution proposed in equation (5.1) in 

combination with equation (4.25), in a paraxial approximation, is equivalent to the well-

known solution of the propagation of a typical Gaussian beam. 
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5.2 Bessel beams  

As a second case we will consider the following spectral distribution,  

𝑆(𝑘𝜌, 𝜔) =
𝛿(𝑘𝜌− 

𝜔

𝑐
sin𝜃)

𝑘𝜌
𝛿(𝜔 − 𝜔0).                                                   (5.15) 

We will show that this spectral distribution yields the Bessel function of the first kind zero-

order obtained in 1987 [7,16], which historically was reported as the first non-diffractive 

wave. 

Substituting equation (5.15) into the general wave solution given by (4.25) we obtain the 

following expression, 

 𝜓(𝜌, 𝑧; 𝑡) = ∫ ∫
𝛿(𝑘𝜌− 

 𝜔

𝑐
sin𝜃)

𝑘𝜌
𝛿(𝜔 − 𝜔0)

∞

−∞
𝑘𝜌𝐽0(𝑘𝜌𝜌)

∞

0
𝑒
𝑖(√

𝜔2

𝑐2
 − 𝑘𝜌

2)𝑧
𝑒−𝑖𝜔𝑡𝑑𝑘𝜌𝑑𝜔 , (5.16) 

which can be readily evaluated as, 

𝜓(𝜌, 𝑧; 𝑡) = 𝑒
𝑖(√

𝜔0
2

𝑐2
 − (

𝜔0
𝑐
sin𝜃)

2
)𝑧
𝑒−𝑖𝜔0𝑡𝐽0 (

𝜔0

𝑐
sin 𝜃 𝜌) ;              (5.17) 

reducing terms we obtain, 

𝜓(𝜌, 𝑧; 𝑡) = 𝐽0 (
𝜔0

𝑐
sin 𝜃 𝜌) 𝑒

𝑖
𝜔0
𝑐
cos𝜃(𝑧 −  

𝑐𝑡

cos𝜃
)
 .                             (5.18) 

This beam exhibits velocity  𝑣 =
𝑐

cos𝜃
 , and a transverse distribution represented by a 

Bessel function    𝐽0 (
𝜔0

𝑐
sin 𝜃 𝜌).  

It can be noticed that the amplitude of the wave given in equation (5.18) is independent 

of the distance of propagation  𝑧, thus representing a non-diffractive wave. Its property 

can be compared with the Gaussian beam that diffracts under propagation as illustrated in 

the plots in figure 5.2. 

As indicated, the Bessel beam is non-diffractive. However this beam has infinite energy so 

it has to be truncated to be physically realizable. The consequences of this truncation are 

illustrated in the plots in figure 5.3. 
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Figure 5.2. Comparative propagation intensity plots of a non-diffractive Bessel zero 

beam vs. Gaussian beam for different distances of propagation. The values of 𝑧 are 

0.25 m, 0.5 m and 1 m, = 0.5 × 10−6 m ,  𝑎 = 24050 m−1; this value of  𝑎  gives a 

central ring with a diameter of approximately  0.2 mm . The Bessel function was 

truncated to 15 rings.  
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Figure 5.3. Comparative propagation intensity plots of a non-diffractive Bessel zero 

beam vs. Gaussian beam for different distances of propagation. The values of 𝑧 are 

0.25 m, 0.5 m and 1 m, = 0.5 × 10−6 m ,  𝑎 = 24050 m−1; this value of  𝑎  gives a 

central ring with a diameter of approximately  0.2 mm . The Bessel function was 

truncated to 8 rings. 
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As it can be seen from the above plots, the inherent necessity of truncating the Bessel 

beam inevitably reduces the non-diffractive depth of the beam, limiting its applicability. 

An alternate way to visualize the non-truncated beam given by equation (5.18), is by 

means of a 3D plot while it evolves from 𝑧 = 0 m, to  𝑧 = 1 m as illustrated in the 

following graphs in figure 5.4. 

 

 

Figure 5.4. 3D plots of  the propagation of a Bessel beam of the first kind zero- order as 

given by equation (5.18). The diameter size of the central ring was chosen arbitrarily. 

 

5.3 Gaussian pulse   

In this subsection we will consider the case, 

 𝑆(𝑘𝜌, 𝜔) = 𝑒
−𝑎2𝑘𝜌

2
𝑒−𝑏

2(𝜔−𝜔0)
2
.                                                (5.19) 

In the paraxial region 

𝜓(𝜌, 𝑧; 𝑡) = ∫ ∫ 𝑒−𝑎
2𝑘𝜌

2
𝑒−𝑏

2(𝜔−𝜔0)
2∞

−∞
𝑘𝜌𝐽0(𝑘𝜌𝜌)

∞

0
𝑒
𝑖(
𝜔

𝑐
−
𝑘𝜌
2𝑐

2𝜔
)𝑧
𝑒−𝑖𝜔𝑡𝑑𝑘𝜌𝑑𝜔 .      (5.20) 
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If we consider that the Gaussian has its maximum at  𝜔0 , then the contribution to the 

integral for this Gaussian comes from the  𝜔0  and the term  
𝑘𝜌
2𝑐

2𝜔
 . Under this condition it 

is possible to approximate,  

𝑘𝜌
2𝑐

2𝜔
≈
𝑘𝜌
2𝑐

2𝜔0
   .                                                          (5.21) 

Then,  equation (5.20) can be written as 

𝜓(𝜌, 𝑧; 𝑡) = ∫ 𝑘𝜌𝑒
−𝑎2𝑘𝜌

2
𝑒
−𝑖
𝑘𝜌
2𝑐𝑧

2𝜔0
∞

0
𝐽0(𝑘𝜌𝜌)𝑑𝑘𝜌 ∫ 𝑒−𝑏

2(𝜔−𝜔0)
2∞

−∞
𝑒𝑖(

𝑧

𝑐
−𝑡)𝜔𝑑𝜔,      (5.22) 

for brevity, we define the integral over the 𝑘𝜌 parameter as,  

𝐼𝑘𝜌 = ∫ 𝑘𝜌𝑒
−𝑎2𝑘𝜌

2
𝑒
−𝑖
𝑘𝜌
2𝑐𝑧

2𝜔0
∞

0
𝐽0(𝑘𝜌𝜌)𝑑𝑘𝜌   ,                                      (5.23) 

and the integral over the 𝜔  parameter as,  

𝐼𝜔 = ∫ 𝑒−𝑏
2(𝜔−𝜔0)

2∞

−∞
𝑒𝑖(

𝑧

𝑐
−𝑡)𝜔𝑑𝜔  .                                               (5.24) 

 The integral 𝐼𝑘𝜌  can be evaluate by the equation (5.12) and its result is, 

𝐼𝑘𝜌 =
1

2(𝑎2+𝑖
𝑧

2𝑘0
)
𝑒
− 

𝜌2

4(𝑎2+𝑖
𝑧
2𝑘0

)
   .                                                 (5.25) 

The 𝐼𝜔 integral can be also analytical evaluated by rearranging the terms as follows,  

𝐼𝜔 = 𝑒
−𝑏2𝜔0

2
∫ 𝑒

−𝑏2{(𝜔−
1

2𝑏2
[2𝑏2𝜔0+𝑖(

𝑧

𝑐
−𝑡)])

2
− 

1

4𝑏4
[2𝑏2𝜔0+𝑖(

𝑧

𝑐
−𝑡)]

2
}∞

−∞
𝑑𝜔 .               (5.26) 

By defining,  

𝑠2 = {𝜔 −
1

2𝑏2
[2𝑏2𝜔0 + 𝑖 (

𝑧

𝑐
− 𝑡)]}   ,                                        (5.27) 

the integral (5.26) can be rewritten as 

𝐼𝜔 = 𝑒
−𝑏2𝜔0

2
∙ 𝑒

1

4𝑏2
[2𝑏2𝜔0+𝑖(

𝑧

𝑐
−𝑡)]

2

∫ 𝑒−𝑏
2𝑠2∞

−∞
𝑑𝑠  ,                              (5.28) 
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and the result is, 

𝐼𝜔 =
√𝜋

𝑏
𝑒−𝑏

2𝜔0
2
∙ 𝑒

1

4𝑏2
[2𝑏2𝜔0+𝑖(

𝑧

𝑐
−𝑡)]

2

,                                    (5.29) 

which can be expressed as 

𝐼𝜔 =
√𝜋

𝑏
∙ 𝑒
[𝑖𝜔0(

𝑧

𝑐
−𝑡)− 

1

4𝑏2
(
𝑧

𝑐
−𝑡)

2
]
  .                                          (5.30) 

 

So the final solution to equation (5.22) is, 

𝜓(𝜌, 𝑧; 𝑡) =
√𝜋

2𝑏(𝑎2+𝑖
𝑧

2𝑘0
)
𝑒
− 

𝜌2

4(𝑎2+𝑖
𝑧
2𝑘0

)
𝑒
− 

1

4𝑏2𝑐2
(𝑧−𝑐𝑡)2

𝑒𝑖𝑘0(𝑧−𝑐𝑡)   .                (5.31) 

Equation (5.31) represents a Gaussian pulse that travels along the axis 𝑧. As it propagates 

its width becomes wider as depicted in the plot in figure 5.5.  

 

 

Figure 5.5. Gaussian pulse evolving in time  𝑡 = 0.15 s and 𝑡 = 0.55 s respectively; 

𝑎 = 20 × 10−3 m,  𝑐 = 3 × 108 m/s , 𝜔0 = 200 × 10
8 s−1 , 𝑏 = 40 × 10−3 m. 
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5.4 Ordinary X- shaped pulses 

Following the same procedure adopted in the previous section, let us construct ordinary 

X-shaped [2, 32] pulses by using spectral functions of the type 

𝑆(𝑘𝜌, 𝜔) = 𝑆1(𝑘𝜌)𝑆2(𝜔),                                                        (5.32) 

where 𝑆1(𝑘𝜌)  and  𝑆2(𝜔) are, 

𝑆1(𝑘𝜌) =
𝛿(𝑘𝜌−

𝜔

𝑐
sin𝜃)

𝑘𝜌
     ,        𝑆2(𝜔) =

𝑎

𝑣
step(𝜔)𝑒− 

𝑎

𝑣
𝜔   ,                  (5.33) 

where the step function, as usual, is defined as, 

step(𝜔) = {
0   − ∞ < 𝜔 < 0
1        0 ≤ 𝜔 < ∞

  ,                                         (5.34) 

it will be useful the geometrical construction shown in figure 5.6, 

 

Figure 5.6.  The wave vectors lay on the surface of a cone having the propagation 

axis 𝑧 as its symmetry axis and angle equal to 𝜃 (also called “axicon angle”). 

 

from this geometrical construction we have 

𝑘𝜌 = 𝑘sinθ,                                                            (5.35) 

𝑘𝑧 = 𝑘cosθ,                                                            (5.36) 

and because by using  equation (4.22) in chapter 4,  

 

𝑘𝑧
2 + 𝑘𝜌

2 = 𝑘2 =
𝜔2

𝑐2
 .                                          (5.37) 
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Substituting the above result and the spectral function (5.32) in equation (4.25) we obtain, 

𝜓(𝜌, 𝑧; 𝑡) = ∫ ∫ 𝛿 (𝑘𝜌 −
𝜔

𝑐
sin 𝜃)

∞

0

𝑎

𝑣
step(𝜔)𝑒− 

𝑎

𝑣
𝜔𝐽0(𝑘𝜌𝜌)

∞

−∞
𝑒
𝑖(√

𝜔2

𝑐2
− 𝑘𝜌

2)𝑧
𝑒−𝑖𝜔𝑡𝑑𝑘𝜌𝑑𝜔,    

(5.38) 

solving this integral leads 

𝜓(𝜌, 𝑧; 𝑡) =
𝑎

𝑣
∫ 𝑒− 

𝑎

𝑣
𝜔𝐽0 (

𝜔

𝑐
sin 𝜃 𝜌)

∞

0
𝑒
𝑖(√

𝜔2

𝑐2
− 
𝜔2

𝑐2
sinθ)

𝑒−𝑖𝜔𝑡𝑑𝜔 ,         (5.39) 

which can be rewritten as 

𝜓(𝜌, 𝑧; 𝑡) =
𝑎

𝑣
∫ 𝐽0 (

𝜔

𝑐
sin 𝜃 𝜌)

∞

0
𝑒−[

𝑎

𝑣
 − 𝑖(

𝑧

𝑐
cos𝜃−𝑡)]𝜔𝑑𝜔,                        (5.40) 

using the equivalence   𝑣 =
𝑐

cos𝜃
 , given in chapter 4, then we can regroup terms as  

𝜓(𝜌, 𝑧; 𝑡) =
𝑎

𝑣
∫ 𝐽0 (

𝜔

𝑐
sin 𝜃 𝜌)

∞

0
𝑒−[

𝑎

𝑣
 − 

𝑖

𝑣
(𝑧 −𝑣 𝑡)]𝜔𝑑𝜔,                          (5.41) 

and making the following changes of variables, 

𝜁 = (𝑧 − 𝑣 𝑡) ,                                                       (5.42) 

𝑠 =
𝑎−𝑖𝜁

𝑣
,                                                                  (5.43) 

𝛼 =
sin𝜃

𝑐
𝜌 ,                                                             (5.44) 

the integral (5.41) can be rewritten as a Laplace transform as, 

𝜓(𝜌, 𝑧; 𝑡) =
𝑎

𝑣
∫ 𝐽0(𝛼𝜔)
∞

0
𝑒−𝑠𝜔𝑑𝜔  .                                      (5.45) 

This Laplace transform has the form 

𝐼 = ∫ 𝐽0(𝛼𝜔)
∞

0
𝑒−𝑠𝜔𝑑𝜔 = ∫ {

1

2𝜋
∫ 𝑒𝑖𝛼𝜔 sin𝜃𝑒−𝑖𝑛𝜃
2𝜋

0
𝑑𝜃} 𝑒−𝑠𝜔

∞

0
𝑑𝜔,            (5.46) 

then rearranging terms , equation (5.46) becomes 

𝐼 =
1

2𝜋
∫ 𝑒−𝑖𝑛𝜃
2𝜋

0
𝑑𝜃 ∫ 𝑒−(𝑠−𝑖𝛼 sin𝜃)

∞

0
𝑑𝜔 ,                             (5.47) 

and evaluating the integral over the parameter  𝜔,  we can obtain the result 

𝐼 =
1

2𝜋
∫

𝑒−𝑖𝑛𝜃

[𝑠−
𝛼

2
(𝑒𝑖𝜃−𝑒−𝑖𝜃)]

2𝜋

0
𝑑𝜃 .                                                 (5.48) 
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Now, to perform the integral we use contour integration. Let, 

𝑧 = 𝑒𝑖𝜃 ,                                                             (5.49) 

𝑑𝑧 = 𝑖𝑧𝑑𝜃.                                                          (5.50) 

Using this change in equation (5.48) leads to 

𝐼 =
1

𝑖2𝜋
∮

𝑧−𝑛

[𝑠−
𝛼

2
(𝑧−

1

𝑧
)]𝐶

𝑑𝑧

𝑧
    .                                             (5.51) 

Now, we make the corresponding algebra to reach an expression of two factors in the 

denominator 

𝐼 = −
1

𝑖𝜋
∮

𝑧−𝑛

[𝛼𝑧2−2𝑠𝑧−𝛼]𝐶
𝑑𝑧,                                         (5.52) 

then we obtain the factors as follows 

𝐼 = −
1

𝑖𝜋𝛼
∮

𝑧−𝑛

(𝑧−
𝑠

𝛼
)
2
−(

𝑠2

𝛼2
+1)

𝐶
𝑑𝑧 ,                                  (5.53) 

completing the square we obtain 

𝐼 = −
1

𝑖𝜋𝛼
∮

𝑧−𝑛

{(𝑧−
𝑠

𝛼
)−(√

𝑠2

𝛼2
+1)}{(𝑧−

𝑠

𝛼
)+(√

𝑠2

𝛼2
+1)}

𝐶
𝑑𝑧 ,                     (5.54) 

then:  

𝐼 = −
1

𝑖𝜋𝛼
∮

𝑧−𝑛

{𝑧−[
𝑠

𝛼
+(

√𝑠2+𝛼2

𝛼
)]}{𝑧−[

𝑠

𝛼
−(

√𝑠2+𝛼2

𝛼
)]}

𝐶
𝑑𝑧 .                       (5.55) 

This complex integral has two poles at 

𝑃1 = [
𝑠

𝛼
+ (

√𝑠2+𝛼2

𝛼
)] ,               𝑃2 = [

𝑠

𝛼
− (

√𝑠2+𝛼2

𝛼
)] .                            (5.56) 

 

We suppose 𝑃1 inside of the contour C then the integral (5.55) result  

 

𝐼1 = (−
2

𝛼
)

[(
𝑠+√𝑠2+𝛼2

𝛼
)]

−𝑛

{[
𝑠

𝛼
+(

√𝑠2+𝛼2

𝛼
)]−[

𝑠

𝛼
−(

√𝑠2+𝛼2

𝛼
)]}

  ,                                      (5.57) 
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finally we get  

𝐼1 = −
𝛼𝑛

{√𝑠2+𝛼2(𝑠+√𝑠2+𝛼2)
𝑛
}
  .                                             (5.58) 

We work with the above result to obtain an X-wave pulse, moreover, another case can be 

studied if  𝑃2 resides inside of the contour C. In this case, 

𝐼2 =
𝛼𝑛

{√𝑠2+𝛼2(𝑠−√𝑠2+𝛼2)
𝑛
}
  .                                                  (5.59) 

Once we have obtained the Laplace transform result, equation (5.45) is rewritten as 

𝜓(𝜌, 𝑧; 𝑡) =
𝑎

𝑣

𝛼𝑛

√𝑠2+𝛼2[𝑠+√𝑠2+𝛼2]
𝑛   .                                       (5.60) 

Because we have  𝛼 =
sin𝜃

𝑐
𝜌, and 𝑣 =

𝑐

cos𝜃
   , we can rewrite   

𝛼2 = (
𝑣2

𝑐2
− 1)𝜌2  ,                                                  (5.61) 

then, for the particular case 𝑛 = 0 the solution (5.60) becomes 

𝜓(𝜌, 𝜁) =
𝑎

𝑣

1

√(
𝑎−𝑖𝜁

𝑣
)
2
+
1

𝑣2
(
𝑣2

𝑐2
−1)𝜌2

   .                                        (5.62) 

Finally we have 

𝜓(𝜌, 𝜁) =
𝑎

√(𝑎−𝑖𝜁)2+(
𝑣2

𝑐2
−1)𝜌2

 ,                                                  (5.63) 

which in terms of (𝜌, 𝑧 − 𝑣𝑡) is 

𝜓(𝜌, 𝑧 − 𝑣𝑡) =
𝑎

√(𝑎−𝑖(𝑧−𝑣𝑡))2+(
𝑣2

𝑐2
−1)𝜌2

   .                               (5.64) 

Equation (5.64) is the well-known ordinary X-wave pulse solution reported by several 

authors [9, 12], this X-wave does not spread while it travels along the  𝑧 axes.  Figure 5.7 

depicts an X-wave pulse as it evolves in time.   
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Figure 5.7. Propagation of an X-wave pulse for  𝑐 = 3 × 108 m/s, 𝑣 = 3.5 × 108 

m/s, 𝑎 = 3 m, 𝑏 = 40 × 10−3 m, as it evolves for 𝑡 = 0 s, 𝑡 = 15 s, respectively. 

 

It will be noticed that the velocity of propagation of the X-wave was selected with a value 

𝑣 = 3.5 × 108 m/s which is > 𝑐. This type of wave is known as a tachyon [33]. It has 

additionally being shown experimentally its existence [27,34]. However these preliminary 

experiments have been performed with acoustic waves; it still remains the challenge to 

show experimental evidence of tachyons for electromagnetic waves. 

X-wave pulses have infinite energy like the Bessel ideal beam described above. Thus, a 

truncated X-wave pulse is necessary to perform a realistic experiment. In this direction 

preliminary experimental evidence has been reported using acoustic waves [11,12]. In this 

report the truncated X-waves have shown to maintain their spatial shape for some depth 

in a similar way as the Bessel truncated beams. 

Before finishing this section we present table 5.1 to summarize the different spectral 

distributions described and their corresponding amplitude distributions. 
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𝑺(𝒌𝝆, 𝝎) 

 

𝝍(𝝆, 𝒛; 𝒕) 

 

Non-

diffractive 

 

 

𝑒−𝑎
2𝑘𝜌

2
𝛿(𝜔 − 𝜔0) 

 

1

2 (𝑎2 + 𝑖
𝑧
2𝑘0

)
𝑒

−[
𝜌2

4(𝑎2+𝑖
𝑧
2𝑘0

)
]

𝑒𝑖𝑘0(𝑧−𝑐𝑡) 

(Gaussian Beam) 

 

 

 

 

𝛿 (𝑘𝜌 − 
𝜔
𝑐
sin 𝜃)

𝑘𝜌
 

∙ 𝛿(𝜔 − 𝜔0) 

 

𝐽0 (
𝜔0
𝑐
sin 𝜃 𝜌) 𝑒

𝑖
𝜔0
𝑐
cos𝜃(𝑧 −  

𝑐𝑡
cos𝜃

)
 

(Bessel Beam) 

 



 

 

𝑒−𝑎
2𝑘𝜌

2
𝑒−𝑏

2(𝜔−𝜔0)
2
 

√𝜋

2𝑏 (𝑎2 + 𝑖
𝑧
2𝑘0

)
𝑒

− 
𝜌2

4(𝑎2+𝑖
𝑧
2𝑘0

)
𝑒
− 

1
4𝑏2𝑐2

(𝑧−𝑐𝑡)2
𝑒𝑖𝑘0(𝑧−𝑐𝑡) 

(Gaussian Pulse) 

 

 

 

 

𝛿 (𝑘𝜌 −
𝜔
𝑐
sin 𝜃)

𝑘𝜌

∙
𝑎

𝑣
step(𝜔)𝑒− 

𝑎
𝑣
𝜔 

 

𝑎

√(𝑎 − 𝑖(𝑧 − 𝑣𝑡))2 + (
𝑣2

𝑐2
− 1)𝜌2

 

(X –wave Pulse) 

 

 

 

Table 5.1. Spectral functions with their respect wave solution and their non-diffractive 

property.  
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5.5 Example of a Gaussian pulse obtained by another method. 

In previous sections we had worked with the spectral function to generate solutions to the 

wave equation. In this section we will follow a different approach for obtaining such 

solutions. Some of the solutions that will be obtained have been implemented and suited 

by means of experimental observations. 

In this technique we assume a solution to the wave equation (4.1) of the form, 

𝜓(𝑥, 𝑦, 𝑧; 𝑡) = 𝑒𝑖𝑘(𝑧+𝑐𝑡)𝐹(𝑥, 𝑦, (𝑧 − 𝑐𝑡)) .                                 (5.65) 

For brevity, we define the parameter,  

𝜏 = 𝑧0 + 𝑖(𝑧 − 𝑐𝑡),                                                    (5.66) 

To proceed further we calculate the first and second partial derivatives of  𝐹(𝑥, 𝑦, 𝜏), 

𝜕𝐹

𝜕𝑧
= 𝑖

𝜕𝐹

𝜕𝜏
        ,       

𝜕2𝐹(𝑥,𝑦,𝜏)

𝜕𝑧2
= −

𝜕2𝐹(𝑥,𝑦,𝜏)

𝜕𝜏2
 ,                            (5.67) 

    
𝜕𝐹

𝜕𝑡
= −𝑖𝑐

𝜕𝐹

𝜕𝜏
     ,        

𝜕2𝐹(𝑥,𝑦,𝜏)

𝜕𝑡2
= −𝑐2

𝜕2𝐹(𝑥,𝑦,𝜏)

𝜕𝜏2
 .                    (5.68) 

Which leads to, 

𝜕2𝜓(𝑥,𝑦,𝑧;𝑡)

𝜕𝑧2
= 𝑒𝑖𝑘(𝑧+𝑐𝑡) {−𝑘2𝐹(𝑥, 𝑦, 𝜏) + 𝑖2𝑘

𝑖𝜕𝐹

𝜕𝜏
−
𝜕2𝐹

𝜕𝜏2
},             (5.69) 

and, 

𝜕2𝜓(𝑥,𝑦,𝑧;𝑡)

𝜕𝑡2
= 𝑒𝑖𝑘(𝑧+𝑐𝑡) {−𝑘2𝑐2𝐹(𝑥, 𝑦, 𝜏) + (𝑖2𝑘𝑐)(−𝑖𝑐)

𝜕𝐹

𝜕𝜏
− 𝑐2

𝜕2𝐹

𝜕𝜏2
}.                  (5.70) 

Adding both terms (5.69) and (5.70) we obtain the expression 

𝜕2𝜓(𝑥,𝑦,𝑧;𝑡)

𝜕𝑧2
−

1

𝑐2
𝜕2𝜓(𝑥,𝑦,𝑧;𝑡)

𝜕𝑡2
= 𝑒𝑖𝑘(𝑧+𝑐𝑡) (−4𝑘

𝜕𝐹(𝑥,𝑦,𝜏)

𝜕𝜏
) ,                      (5.71) 

substituting (5.71) in equation (4.1) , the wave equation becomes 

(
𝜕2𝐹(𝑥,𝑦,𝜏)

𝜕𝑥2
+
𝜕2𝐹(𝑥,𝑦,𝜏)

𝜕𝑦2
= 4𝑘

𝜕𝐹(𝑥,𝑦,𝜏)

𝜕𝜏
),                                  (5.72) 

which is a Schrödinger-kind equation. 
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To solve equation (5.72) we will follow a Fourier transforming technique.  

The function 𝐹(𝑥, 𝑦, 𝜏) can be expressed as a Fourier transform as follows 

𝐹(𝑥, 𝑦, 𝜏) = ∬ 𝐹̃(𝑢, 𝑣, 𝜏)𝑒𝑖2𝜋(𝑢𝑥+𝑣𝑦)𝑑𝑢𝑑𝑣
∞

−∞
 ,                               (5.73) 

similarly, 

𝐹(𝑥) = ∫ 𝐹(𝑢)𝑒𝑖2𝜋𝑢𝑥𝑑𝑢
∞

−∞
  ,     𝐹(𝑦) = ∫ 𝐹(𝑣)𝑒𝑖2𝜋𝑣𝑦𝑑𝑣

∞

−∞
 ,                   (5.74) 

𝑑𝐹(𝑥)

𝑑𝑥
=

𝑑

𝑑𝑥
(∫ 𝐹(𝑢)𝑒𝑖2𝜋𝑢𝑥𝑑𝑢
∞

−∞
) = 𝑖2𝜋𝑢 ∫ 𝐹(𝑢)𝑒𝑖2𝜋𝑢𝑥𝑑𝑢

∞

−∞
 ,                 (5.75) 

then, 

𝐹′′(𝑥) = −4𝜋2𝑢2𝐹̃(𝑢)  , 𝐹′′(𝑦) = −4𝜋2𝑣2𝐹̃(𝑣) ,                       (5.76) 

substituting  (5.76) in equation (5.72) we obtain 

𝜋2(𝑢2 + 𝑣2)𝐹̃(𝑢, 𝑣, 𝜏) + 𝑘
𝜕𝐹̃(𝑢,𝑣,𝜏)

𝜕𝜏
= 0 .                         (5.77) 

To solve (5.77), as usually,  we propose, 

𝐹̃(𝑢, 𝑣, 𝜏) = 𝐴𝑒𝜆𝜏  .                                                  (5.78) 

 Substituting equation (5.78)  in equation (5.77) gives, 

 

𝜋2(𝑢2 + 𝑣2) + 𝑘𝜆 = 0 ,                                        (5.79) 

thus 

𝜆 = −
𝜋2(𝑢2+𝑣2)

𝑘
   .                                                    (5.80) 

Then  equation (5.78) becomes 

𝐹̃(𝑢, 𝑣, 𝜏) = 𝐴𝑒−
𝜋2(𝑢2+𝑣2)

𝑘
𝜏 ,                                          (5.81) 

substituting (5.81) into (5.73) leads  

𝐹(𝑥, 𝑦, 𝜏) = 𝐴∬ 𝑒−
𝜋2(𝑢2+𝑣2)

𝑘
𝜏𝑒𝑖2𝜋(𝑢𝑥+𝑣𝑦)𝑑𝑢𝑑𝑣

∞

−∞
= 𝐴𝐼1𝐼2 ,                 (5.82) 
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where  

𝐼1 = √
𝑘

𝜋𝜏
𝑒
𝑘

𝜏
𝑥2 ,                                                           (5.83) 

and 

𝐼2 = √
𝑘

𝜋𝜏
𝑒
𝑘

𝜏
𝑦2 ,                                                          (5.84) 

finally 

𝐹(𝑥, 𝑦, 𝜏) =
1

4𝜋𝑖𝜏
𝑒
𝑘

𝜏
(𝑥2+𝑦2) ,                                             (5.85) 

substituting in equation (5.65) 

𝜓(𝑥, 𝑦, 𝑧; 𝑡) =
1

4𝜋𝑖𝜏
𝑒𝑖𝑘(𝑧+𝑐𝑡)𝑒

𝑘

𝜏
(𝑥2+𝑦2),                                    (5.86) 

in terms of 𝑧0 + 𝑖(𝑧 − 𝑐𝑡) we obtain, 

𝜓(𝜌, 𝑧; 𝑡, 𝜏) =
1

4𝜋𝑖

𝑒

𝑘
[𝑧0+𝑖(𝑧−𝑐𝑡)]

(𝜌2)

[𝑧0+𝑖(𝑧−𝑐𝑡)]
𝑒𝑖𝑘(𝑧+𝑐𝑡)  .                           (5.87) 

Equation (5.87) is a modulated non-diffractive traveling Gaussian pulse. In particular, this 

pulse recovers its initial amplitude along a specified direction of propagation at very large 

distances from their initial location. If  𝑧0 increases, its amplitude decreases. 

A time sequence of the fundamental solution equation (5.87) is shown in figure 5.8. 

 

 

 

 

 

 

Figure 5.8 . Contours of the Gaussian pulse as it evolves with time; 𝑡 = 0 𝑠, 𝑡 = 4 𝑠,

and 𝑡 = 8 𝑠. 

 

 min ( ) 0
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An intensity plot of this Gaussian pulse is shown in figure 5.9 to visualize that the pulse does not 

diffract while it is traveling along z. 

 

a)  b) 

Figure 5.9 This Gaussian pulse is traveling along z axis without spreading.  a) This plot 

shows that it is very intense in a small region thus b) is a zoom of this pulse to see its 

constant width with more detail. 

 

In summary, we demonstrated that the differential wave equation in free space can be 

solved by two different techniques. One of these techniques uses the spectral complex 

amplitude distribution located at the object plane; the other technique is a result of 

proposing different analytical forms working directly in the wave equation. A classification 

of the properties of the solutions obtained with the spectral function was summarized in a 

table 5.1 .  It is clear that new solutions can be found by proposing different spectral 

functions. 
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Chapter 6 

Non-diffractive Mathieu Beam 

In this chapter we describe non-diffractive beams based on Mathieu functions. We show 

that these functions are exact solutions to the wave equation. The propagation of 

Mathieu beams can be calculated by using the Whittaker integral as described in this 

chapter.   

6.1 Mathieu functions 

For convenience we repeat here the wave equation in free space in Cartesian coordinates 

written as the Helmholtz equation as, 

(
𝜕2

𝜕𝑥2
+

𝜕2

𝜕𝑦2
+

𝜕2

𝜕𝑧2
+ 𝑘2)𝜓(𝑥, 𝑦, 𝑧) = 0  .                                             (6.1)        

We now introduce elliptical cylindrical coordinates, 

𝑥 = 𝑝 cosh 𝜉 cos 𝜂,                                                              (6.2.1) 

𝑦 = 𝑝 sinh 𝜉 sin 𝜂.                                                                (6.2.2) 

 By substituting (6.2.1) and (6.2.2) into (6.1) the Helmholtz equation reads, 

[
1

𝑝2(cosh2 𝜉−cos2 𝜂)
(
𝜕2

𝜕𝜉2
+

𝜕2

𝜕𝜂2
) +

𝜕2

𝜕𝑧2
+ 𝑘2] 𝜓(𝜉, 𝜂, 𝑧; 𝑡) = 0 .                         (6.3)      

To solve equation (6.3) the solution is typically written as  

𝜓(𝜉, 𝜂, 𝑧) = 𝐹(𝜉)𝐺(𝜂)Ζ(𝑧)  .                                                       (6.4) 

Substituting (6.4) into (6.3) we obtain the following equation 

1

𝑝2(cosh2 𝜉−cos2 𝜂)
(
1

𝐹

𝜕2𝐹

𝜕𝜉2
+
1

𝐺

𝜕2𝐺

𝜕𝜂2
) +

1

Ζ

𝜕2Ζ

𝜕𝑧2
+ 𝑘2 = 0  .                            (6.5)     

Equation (6.5) can be separated in the following three equations,  

𝜕2Ζ(z)

𝜕𝑧2
+ (𝑘2 −𝑚2)Ζ(z) = 0 ,                                                    (6.6.1) 

   
𝑑2𝐺(𝜂)

𝑑𝜂2
+ (𝑎 − 2𝑞cos2𝜂)𝐺(𝜂) = 0 ,                                          (6.6.2) 

   
𝑑2𝐹(𝜉)

𝑑𝜉2
− (𝑎 − 2𝑞cosh2𝜉)𝐹(𝜉) = 0 .                                        (6.6.3) 
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In equations (6.6.1) to (6.6.3) 𝑚 and 𝑎 are constants obtained from the method of 

separation variables. 𝑞  and 𝑘𝑧 for brevity are defined as 

 𝑞 =
𝑚2𝑝2

4
  ,                                                                      (6.7.1) 

𝑘𝑧 = √𝑘2 −𝑚2  .                                                               (6.7.2) 

The longitudinal differential equation has the solution 

Ζ(z) = 𝑒±𝑖𝑘𝑧𝑧  .                                                              (6.8) 

Equation (6.6.2) and (6.6.3) are known as the Mathieu´s ordinary and modified differential 

equations respectively [35].  

Before proceeding further, it is important to remark that the modified Mathieu 

differential equation can be written as an ordinary Mathieu differential equation by 

writing 𝜉 → −𝑖𝜉. Thus it is only necessary to solve the ordinary Mathieu differential 

equation. 

The ordinary Mathieu differential equation is solved by proposing four possible series as 

follows, 

  𝑐𝑒2𝑛(𝑞, 𝜂) = ∑ 𝐴2𝑛 cos(2𝑛𝜂)
∞
𝑛=0 ,                                                       (6.9.1) 

𝑐𝑒2𝑛+1(𝑞, 𝜂) = ∑ 𝐴2𝑛+1 cos((2𝑛 + 1)𝜂)
∞
𝑛=0 ,                                     (6.9.2) 

𝑠𝑒2𝑛+2(𝑞, 𝜂) = ∑ 𝐵2𝑛+2 sin((2𝑛 + 2)𝜂)
∞
𝑛=0 ,                                      (6.9.3) 

𝑠𝑒2𝑛+1(𝑞, 𝜂) = ∑ 𝐵2𝑛+1 sin((2𝑛 + 1)𝜂)
∞
𝑛=0 .                                      (6.9.4) 

As it can be seen the four possibilities consist in cosine series (even or odd) and sine series 

(even or odd). 𝑐𝑒 stands for cosine elliptic and 𝑠𝑒 for sine elliptic. 

In the following subsection we will find the coefficients of the above series. 
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6.2 Solution to the ordinary Mathieu differential equation. 

Characteristics values. 

We will begin solving equation (6.9.1). Substituting (6.9.1) into (6.6.2) gives the following 

recursive relations, 

∑[𝑎 − (2𝑛)2] ∙ 𝐴2𝑛 cos(2𝑛𝜂)

∞

𝑛=0 

− 𝑞∑𝐴2𝑛 cos((2𝑛 + 2)𝜂)

∞

𝑛=0

 

−𝑞∑ 𝐴2𝑛 cos((2𝑛 − 2)𝜂)
∞
𝑛=0  . 

(6.10) 

Using equation (6.10), we obtain  

for 𝑛 = 0,   then               𝑎𝐴0 − 𝑞𝐴2 = 0,                                                         (6.11.1) 

for 𝑛 = 1,   then               −2𝑞𝐴0 + [𝑎 − 4]𝐴2 − 𝑞𝐴4 = 0,                            (6.11.2) 

for 𝑛 = 2,   then             −𝑞𝐴2 + [𝑎 − 16]𝐴4 − 𝑞𝐴6 = 0.                                (6.11.3)        

The general term is given by                

for 𝑛 ≥ 2,   then        [𝑎 − 4𝑛2]𝐴2𝑛 − 𝑞(𝐴2𝑛−2 + 𝐴2𝑛+2) = 0.                    (6.11.4) 

The above relations can be written in matrix form as, 

(

 
 

𝑎 −𝑞 0 0 0
−2𝑞 𝑎 − 4 −𝑞 0 0
0 0 −𝑞 𝑎 − 36 −𝑞
… … … … …
… … … … … )

 
 

(

 
 

𝐴0
𝐴2
𝐴3
𝐴4
…)

 
 
=

(

 
 

0
0
0
0
…)

 
 

 .                           (6.12) 

In order to obtain non trivial solutions the determinant of the left matrix must be zero. 

However the matrix has an infinite number of terms and for its calculation it has 

necessarily to be truncated. However even truncated the matrix involves difficulties. Thus, 

we will use a recurrence method as follows. 

As a first step we consider the sub-determinant that consists of the first four elements,  

|
𝑎 −𝑞

−2𝑞 (𝑎 − 4)| = 𝑎
(𝑎 − 4) − 2𝑞2 = 0 .                                    (6.13) 
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Equation (6.13) shows that 𝑎 is a function of 𝑞. The value obtained for 𝑎 is referred as the 

characteristic value and it has to be iterated to obtain the best estimation. From (6.13) we 

obtain two possible values for 𝑎, 

𝑎1 = 2 +
𝑞2

2
,                                                                (6.14.1) 

𝑎2 = −
𝑞2

2
.                                                                   (6.14.2) 

As it can be seen we have obtained two characteristic values 𝑎1 and 𝑎2 by taking a matrix 

of two by two elements. As it can be seen the matrix has an infinite number of elements, 

thus, there will be an infinite number of characteristic values.  It is customary to order all 

the characteristic values from lower to higher and denoted them as   𝑎1, 𝑎2, 𝑎3, … 

Accordingly the solution that corresponds to the characteristic value 𝑎𝑛 is known as the 

Mathieu function of order – 𝑛. 

As an example we take (6.14.2) to calculate the Mathieu function of order zero by taking 

(6.14.2) as the minimum characteristic value, then, accordingly we re-define 

𝑎0 = −
𝑞2

2
 .                                                                                  (6.15) 

As indicated this is not the final value for  𝑎0, an iteration is necessary to find a better 

estimation. We will use the following procedure. 

We propose 

𝑎0 = −
𝑞2

2
+ ∆𝑎,                                                                        (6.16) 

where  ∆𝑎 is a small value that will be calculated. 

Additionally we define scaling terms as follows, 

𝑣0𝐴0 = 𝐴2,                                                            (6.17.1) 

𝑣2𝐴2 = 𝑣2𝑣0𝐴0 = 𝐴4,                                         (6.17.2) 

𝑣4𝐴4 = 𝑣4𝑣2𝑣0𝐴0 = 𝐴6.                                          (6.17.3) 

In general, 

𝐴𝑛+2 = 𝑣𝑛𝐴𝑛.                                                          (6.17.4) 
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We now use (6.11.1) to (6.11.3) as follows, 

(𝑎0 + ∆𝑎)𝐴0 − 𝑞𝑣0𝐴0 = 0,                                                   (6.18.1) 

−2𝑞𝐴0 + (𝑎0 + ∆𝑎 − 4)𝑣0𝐴0 − 𝑞𝑣2𝑣0𝐴0 = 0,                               (6.18.2) 

−𝑞𝐴2 + (𝑎0 + ∆𝑎 − 16)𝑣2𝐴2 − 𝑞𝑣4𝑣2𝐴2 = 0.                              (6.18.3) 

Equations (6.18.1) to (6.18.3) give  

(𝑎0 + ∆𝑎) = 𝑞𝑣0  ,                                                        (6.19.1)                                  

𝑣0 =
2𝑞

𝑎0+∆𝑎−4−𝑞𝑣2
,                                                         (6.19.2) 

𝑣2 =
𝑞

𝑎0+∆𝑎−16−𝑞𝑣4
.                                                       (6.19.3) 

Combining (6.19.1) to (6.19.3) gives, 

𝑎0 + ∆𝑎 =
2𝑞2

𝑎0+∆𝑎−4−
𝑞2

𝑎0+∆𝑎−16−𝑞𝑣4

.                                           (6.19.4) 

Using a first order approximation in (16.9.4) gives  

∆𝑎 =
7𝑞4

128
+

𝑞6

642
 .                                                                  (6. 19.5) 

Using (6.19.5) gives  

𝑎 = −
𝑞2

2
+
7𝑞4

128
+

𝑞6

642
.                                                        (6.19.6) 

The method is iterated as many times as desired. Each iteration improves the accuracy. 

 

Now we are going to obtain the corresponding Mathieu function. 

  𝑐𝑒0(𝑞, 𝜂) = 𝐴0 + 𝐴2 cos(2𝜂) + 𝐴4 cos(4𝜂) + ⋯,                                         (6.20) 

  𝑐𝑒0(𝑞, 𝜂) = 𝐴0(1 + 𝑣0 cos(2𝜂) + 𝑣2𝑣0 cos(4𝜂) +⋯).                                 (6.20.1) 

 

In (6.20.1) the values of  𝑣0 and 𝑣2 are already obtained in (6.19.2) and (6.19.3). 

As this process is lengthily we limit ourselves in just describing the procedure. In the 

following subsection we use the above results to introduce Mathieu´s beams. 
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6.3 Mathieu´s beams 

Mathieu´s beams can be written as 

𝜓(𝜉, 𝜂, 𝑧) = {
 ∑ 𝐴𝑚𝐶𝑒𝑚(𝑞, 𝜉)𝑐𝑒𝑚(𝑞, 𝜂)𝑒

±𝑖𝑘𝑧𝑧          (𝑒𝑣𝑒𝑛)∞
𝑚=0

 ∑ 𝐵𝑚𝑆𝑒𝑚(𝑞, 𝜉)𝑠𝑒𝑚(𝑞, 𝜂)𝑒
±𝑖𝑘𝑧𝑧          (𝑜𝑑𝑑)∞

𝑚=0

     ,          (6.21) 

where   𝐴𝑚  and  𝐵𝑚   are amplitude coefficients,   𝑚 = 2𝑛  or  𝑚 = 2𝑛 + 1. 

In the following figures we plot some Mathieu´s functions. 

 

Figure 6.1 Even periodic Mathieu Functions. Orders 0 - 3. 𝑞 = 1 

 

 

Figure 6.2 Odd periodic Mathieu Functions. Orders 1 - 4. 𝑞 = 1. 

 

From (6.21) for any order 𝑚 and parameter 𝑞, the intensity of even mode Mathieu 

beams can be written as: 

𝐼(𝜉, 𝜂, 𝑧) = |𝜓(𝜉, 𝜂, 𝑧)|2 = |𝐴𝑚𝐶𝑒𝑚(𝑞, 𝜉)𝑐𝑒𝑚(𝑞, 𝜂)|
2  .                      (6.22) 
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It can be seen from equation (6.22) that the transverse intensity distribution of 

Mathieu´s beam maintains the same shape as the beam propagates along the 𝑧 

axis. These Mathieu beams have been experimentally demonstrated [36].     

The intensity of Mathieu´s beam zero-order is given by, 

𝐼(𝜉, 𝜂) = |𝐶𝑒0(𝑞, 𝜉)𝑐𝑒0(𝑞, 𝜂)|
2 ,                                            (6.23) 

in the next figure 3D-plot are shown for  𝑞 = 5,   𝑞 = 25 ,   𝑞 = 55. 

 

a)  

 b)  

Figure 6.3  a) 3D-Intensity distributions  of the even zero-order Mathieu´s beam 

with parameters  𝑞 = 5,   𝑞 = 25 ,  respectively. b) Contour intensity distributions  

of the even zero-order Mathieu´s beam with parameters  𝑞 = 5,   𝑞 = 25 ,  

respectively. 

Y (m) 
X (m) X (m) 

Y (m) 
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6.4 The Whittaker integral 

The Mathieu´s beam extends without limit; in consequence it also has infinite energy.  For 

their physical realization true beams have to be truncated. Like Bessel beams, this 

truncation still allows to maintain their non-diffractive properties along reasonable large 

distances.  

To calculate the wave propagation of truncated Mathieu´s beam typically the Whittaker 

integral is used [36]. In the following we describe a method to obtain the Whittaker. 

We begin by writing 𝜓(𝑥, 𝑦, 𝑧) as a function of its inverse transform as, 

𝜓(𝑥, 𝑦, 𝑧) =∭ 𝜓̃(𝑢, 𝑣, 𝜔)𝑒𝑖2𝜋(𝑢𝑥+𝑣𝑦+𝜔𝑧)𝑑𝑢𝑑𝑣𝑑𝜔
∞

−∞
.                              (6.24) 

We will use equation (6.24) to calculate the derivatives involved in the Helmholtz 

equation,  

𝜕2𝜓(𝑥,𝑦,𝑧)

𝜕𝑥2
=∭ (−4𝜋2𝑢2)𝜓̃(𝑢, 𝑣, 𝜔)𝑒𝑖2𝜋(𝑢𝑥+𝑣𝑦+𝜔𝑧)𝑑𝑢𝑑𝑣𝑑𝜔

∞

−∞
,                              (6.25)  

𝜕2𝜓(𝑥,𝑦,𝑧)

𝜕𝑦2
=∭ (−4𝜋2𝑣2)𝜓̃(𝑢, 𝑣, 𝜔)𝑒𝑖2𝜋(𝑢𝑥+𝑣𝑦+𝜔𝑧)𝑑𝑢𝑑𝑣𝑑𝜔

∞

−∞
,                             (6.26) 

𝜕2𝜓(𝑥,𝑦,𝑧)

𝜕𝑧2
=∭ (−4𝜋2𝜔2)𝜓̃(𝑢, 𝑣, 𝜔)𝑒𝑖2𝜋(𝑢𝑥+𝑣𝑦+𝜔𝑧)𝑑𝑢𝑑𝑣𝑑𝜔

∞

−∞
.                           (6.27) 

 

Adding equations (6.25) to (6.27) we obtain  

[−4𝜋2(𝑢2 + 𝑣2 + 𝜔2) + 𝑘2]𝜓̃(𝑢, 𝑣, 𝜔) = 0.                                            (6.28) 

To proceed further we define  

2𝜋𝑢 = 𝑘𝑥 = 𝐾 sinΘ sinΦ,                                                 (6.29) 

2𝜋𝑣 = 𝑘𝑦 = 𝐾 cosΘ,                                                          (6.30) 

2𝜋𝜔 = 𝑘𝑧 = 𝐾 sinΘ cosΦ,                                                  (6.31) 

Substituting the above equations into (6.28) we obtain 

[−𝐾2 + 𝑘2]𝜓̃(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) = 0 .                                               (6.32) 

Equation (6.32) is written as 

(𝐾 − 𝑘)(𝐾 + 𝑘)𝜓̃(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) = 0 ,                                            (6.33) 
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From equation (6.33) it is evident that 𝜓̃(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) can be written as 

𝜓̃(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) = 𝑆(𝑘𝑥, 𝑘𝑦, 𝑘𝑧)𝛿(𝐾 − 𝑘).                                    (6.34) 

Substituting (6.34) in equation (6.24) we obtain 

𝜓(𝑥, 𝑦, 𝑧) =
1

(2𝜋)3
∭𝑆(𝑘𝑥, 𝑘𝑦, 𝑘𝑧)𝛿(𝐾 − 𝑘)𝑒

𝑖2𝜋(𝑘𝑥𝑥+𝑘𝑦𝑦+𝑘𝑧𝑧)𝑑𝑘𝑥𝑑𝑘𝑦𝑑𝑘𝑧.       (6.35) 

At this point it is possible to propose several analytical forms for the spectral function.  

 

A simple case can be proposed as  

𝑆(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) = 𝑆1(𝐾)𝑆2(Θ)𝑆3(Φ) .                                           (6.36) 

In spherical coordinates in the spectral space we have 

𝑑𝑘𝑥𝑑𝑘𝑦𝑑𝑘𝑧 = 𝐾
2 sinΘ𝑑K𝑑Φ𝑑Θ ,                                          (6.37) 

then 

 

                  

                                    (6.38) 

Equation (6.38) readily gives  

𝜓(𝑥, 𝑦, 𝑧) =
𝑘2𝑆1(𝑘)

(2𝜋)3
∫ ∫ 𝑆2(Θ)𝑆3(Φ)

𝜋

Θ=0

2𝜋

Φ=0
𝑒𝑖𝑘(𝑥 sinΘsinΦ+𝑦 cosΘ+𝑧 sinΘ cosΦ) sinΘ𝑑Θ𝑑Φ.                   

(6.39) 

Finally it is customary to propose 

𝑆3(Φ) = 𝑒
𝑖𝑚Φ  .                                                         (6.40) 

Thus,  

𝜓(𝑥, 𝑦, 𝑧) =
𝑘2𝑆1(𝑘)

(2𝜋)3
∫ ∫ 𝑆2(Θ)𝑒

𝑖𝑚Φ𝜋

Θ=0

2𝜋

Φ=0
𝑒𝑖𝑘(𝑥 sinΘsinΦ+𝑦 cosΘ+𝑧 sinΘcosΦ) sinΘ𝑑Θ𝑑Φ.     

(6.41)     

Equation (6.41) is the Whittaker integral which is obtained by other means in other 

reports [37].  

𝜓(𝑥, 𝑦, 𝑧) =
1

(2𝜋)3
∫ ∫ ∫ 𝑆1(𝐾)𝑆2(Θ)𝑆3(Φ)

2𝜋

Φ=0
∙  

𝜋

Θ=0

∞

𝐾=0
𝛿(𝐾 − 𝑘) sinΘ ∙ 𝑒𝑖𝐾(𝑥 sinΘ sinΦ+𝑦 cosΘ+𝑧 sinΘcosΦ)𝐾2𝑑K𝑑Φ𝑑Θ . 
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In a similar way as in previous chapters, 𝑆2(Θ) represents the main key to obtain different 

solutions. As we have demonstrated that Mathieu´s functions satisfy the differential wave 

equation one possibility is to assume that 𝑆2(Θ) should be Mathieu´s functions. It is 

customary to use a combination of even - odd functions [38]. For example two typical 

spectrums are the following,   

 

𝑆2(Θ) =  𝑐𝑒2𝑚(Θ) + 𝑖𝑠𝑒2𝑚+1(Θ) ,                                         (6.42) 

and 

𝑆2(Θ) =  𝑠𝑒2𝑚(Θ) + 𝑖𝑐𝑒2𝑚+1(Θ) .                                        (6.43)  

In figures (6.4.a) and (6.4.b) the real versus the imaginary part of each spectrum are 

plotted for a particular case, 𝑚 = 10 and 𝑞 = 4. 

 

  a)                 b)  

Figure 6.4 a) Angular spectrum function formed with 𝑠𝑒21(𝑞, 𝜂) in 𝑦-axis and 

𝑐𝑒20(𝑞, 𝜂) in 𝑥-axis with 𝑞 = 4, b) angular spectrum function formed 

with 𝑠𝑒40(𝑞, 𝜂) in 𝑦-axis and 𝑐𝑒41(𝑞, 𝜂) in 𝑥-axis with 𝑞 = 4. 

 

Before finishing this chapter we want to remark that 𝑆2(Θ) has to be inserted in the 

Whittaker integral, equation (6.41), to calculate the propagation of the beam. The 

resulting integrals are complex and must be solved numerically; however this subject is 

out of the scope of this presentation. 

 

 

𝑐𝑒20 

𝑠𝑒21 𝑠𝑒40 

𝑐𝑒41 
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Chapter 7 

Conclusions 

We have described analytical methods for finding solutions to the differential wave 

equation in free space which, for some cases, yields non-diffractive beams or pulses.  For 

this task we followed two possible approaches. In the first approach we used a Bessel-

Fourier expansion in the transversal part of the differential equation. In the second 

approach we used some analytical form for the transversal part of the equation which by 

additionally considering that the transversal term of the equation as axisymmetric allows 

to be solved by Fourier transforming the resulting equation. 

With the first approach we have demonstrated that there is a spectral function that 

results being the main key to yield different solutions. Some of the solutions resulted in 

non-diffracted pulses or beams. Other of the solutions resulted in well-known diffractive 

beams. We saw that the choice of their spectral components affect on the propagating 

characteristics. The non-diffractive depth propagation of a beam can be controlled by 

varying only their spatial spectral content or changing their energy distribution over the 

aperture. For example changing the aperture to get more rings in Bessel beams can give 

us a larger non-diffracting propagation depth than the same Bessel beam with less rings 

because it changes its spatial spectral function.  Then comparing a Gaussian beam with a 

Bessel beam which have the same semi-width (and identical apertures), we notice that 

Bessel beam have a larger depth compared to a Gaussian energy distribution. 

On the other hand, some spectral functions lead pulses where their temporal and spatial 

spectral components were important in their limiting propagation characteristics. It has 

been demonstrated that certain types of pulses are localized X-waves and that reconstruct 

themselves as they propagate in free space. 

With the second approach we have obtained Gaussian localized pulses which we have 

characterized. This method provides a new approach that could give us some information 

that may be concealed by formal approaches like the Fourier analysis. This method gives a 

rich class of possible solutions depending on the election of the function in the Laplace 

transform (5.41) (with no physical meaning until now). Finally, we have provided a 

classification of the different results obtained which can found to be useful for future 

applications.  

 

 



57 
 

There is another method to the wave propagation where the Whittaker integral is used. 

This integral also uses a spectral function but with the difference that this spectral 

function has angular dependence (in spherical, elliptic or paraboloid coordinates) in 

difference with the only radial dependence in the Bessel beam (circular symmetry).  

For future work further investigation is needed to study the feasibility of the distributions 

obtained in order to know which solutions may be useful for specific applications and 

which will be useful only for theoretical foundations. 
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