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## Abstract

Spontaneous Parametric Down Conversion (SPDC) is a process that generates photons pairs that are entangled in several degrees of freedom, in particular, the entanglement given by the conservation of Orbital Angular Momentum (OAM) is one of the most explored nowadays, given its infinite-dimensional basis of the Hilbert space. Since the natural basis of the OAM are the Laguerre-Gauss modes, the OAM entangled state of this process is described in these modes. Since it has been suggested that these modes have the capability to tune the probability detection of the entangled photons, in this thesis we perform a change of basis of the photon-pair entangled state, generated by SPDC, and describe it in terms of Helical Ince-Gauss modes. With this change of basis, we are able to describe how the probability detection of the photon pair can be tuned with the ellipticity parameter of these modes. We also found that, on this basis, the state has two different Bell states, and it is possible to switch from one Bell state to another. In order to verify that it is possible to tune the probability detection, and also, that we can switch from one Bell state to another, we build a source of entangled photon pairs, and measure the tuning of the probability detection and confirm the entanglement of the state with a Bell-type inequality test.
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## Introduction

Quantum mechanics has proven to be one of the most important branch of physics, since this theory have provided us with a better understanding of nature itself. Moreover, predictions given by quantum mechanics have astonished the scientific community even in the early days of its invention, since it challenges our classical intuition about how objects interact, which arises from the probabilistic nature of this theory.

Entanglement is a fundamental concept in quantum mechanics, and is the essence of this thesis [1-3]; in this phenomenon two or more particles become correlated in such a way that the state of one particle cannot be described independently of the state of the other. If the particles are entangled, their properties become intertwined, regardless of the physical distance between them. This notion of "spooky action at a distance" captured the physics community's attention, initiating a heated debate about the veracity of this theory. In 1935, Albert Einstein, along with Boris Podolsky, and Nathan Rosen, wrote a groundbreaking paper, nowadays known as the EPR, where they introduced a thought experiment involving a pair of entangled particles, which exhibited correlations that seemed to defy classical notions of locality and realism [4]. They argued that such phenomenon between the particles is due to unknown variables of the system, nowadays known as hidden variables, which determine the outcomes of measurements on entangled particles.

Nearly 50 years later, the experimental existence of entanglement became possible $[5,6]$. In 1964, John Bell demonstrated mathematically that no theory based on local hidden variables could reproduce all the predictions of quantum mechanics, by showing that if certain statistical correlations, known as Bell inequalities, are violated in experimental measurements, it is not possible to explain those correlations using local hidden variables, which would validate the quantum mechanics theory and, subsequently, entanglement .

The most famous and widely used version of Bell's inequality is the CHSH inequality, proposed by John Clauser, Michael Horne, Abner Shimony, and Richard Holt in 1969 [7].

This inequality sets a limit on the correlations that can be obtained in experiments involving entangled particles with binary measurements, and to prove this inequality they proposed an experiment with a pair of photons entangled in their polarization degree. Such experiment was done until 1981 by Aspect et al. [8], confirming the polarization's photon entanglement and violating for the first time in history a Bell inequality.

In recent years, the study of entanglement has expanded beyond traditional degrees of freedom like spin and polarization, leading researchers to explore alternative entanglement degrees of freedom than polarization, such as energy-time entanglement [9, 10], momentumposition entanglement [11], and frequency-transverse momentum entanglement [12]. The particles can also be entangled in Orbital Angular Momentum (OAM) degree of freedom $[13,14]$, such photon-pair entangled state can be obtained with Spontaneous Parametric Down-Conversion (SPDC) process [15]. The SPDC is a quantum phenomenon in which a photon is converted into two lower-energy photons. In this process the total OAM of the three photons is conserved, converting the OAM of the initial photon into the OAM of the entangled photon pair, allowing for the generation of entangled photon pairs with well-defined OAM states. This was confirmed in 2001 by Mair et al. [16], where it was established that the two photon state is not a mixture, but a coherent superposition of product Laguerre-Gauss (LG) modal states that obeys OAM conservation, this is because LG modes has well defined OAM [17-19]. As the combination of OAM values of the SPDC photon pair is infinite, the two photon state, described as superposition of Laguerre-Gauss modes, represents a high-dimensional entangled state, as it defines a discrete Hilbert space with infinite dimension [20]. This high-dimensional entangled state have potential applications in materials engineering [21, 22] and quantum information [23, 24].

By exploring alternative bases, other than LG, such as Hermite-Gauss (HG) modes [25], Bessel-Gauss (BG) modes [26], and Hermite-Laguerre-Gaussian (HLG) modes [27], we seek to uncover new insights into the nature of entanglement of SPDC photon-pairs. A base in which the two photon state, given by SPDC, has not been studied yet, is the Helical Ince-Gauss (HIG) modes [28, 29]. The Ince-Gauss (IG) modes are a exact, complete, and orthogonal solution to the paraxial wave equation solved in elliptical coordinates. A superposition of the IG modes gives us the Helical Ince-Gauss modes, which, by the superposition principle, are also solution to the paraxial wave equation. The main characteristic of HIG modes, is that these modes represents the transition between the Laguerre-Gauss modes and the Hermite-Gauss modes, since the elliptical coordinates also include the Cartesian coordinates as well as cylindrical coordinates, which are the coordinate systems
in which the HG and LG are described, respectively. The HIG modes have unique properties, for instance, it has been proved that HIG modes can tune the OAM value of a single photon [30], which makes them interesting candidates to study OAM entanglement.

In this thesis we provide a theoretical description of the photon-pair entangled state, given by SPDC, in terms of Helical Ince-Gauss modes. Our main motivation to do this is that as HIG modes can tune the OAM, then HIG modal probability, of this entangled state, should be tunable as well. This probability tuning was suggested experimentally by Krenn et al. [31], with no proper explanation, since they considered this quantum state as a particular Bell state described in HIG modes, removing all the richness offered by the true description of the state in these modes.

In order to develop a theoretical description of the SPDC photon pair state, we perform a change of basis of the photon-pair entangled state, and describe it in terms of Helical Ince-Gauss modes. We will find that this quantum state can be described as a sum of two HIG Bell states, whose coefficients are dependent on the ellipticity used for the HIG basis, which confirms that it is also possible to tune the modal probability of the state. Even more, it is demonstrated, that in this description, it is possible to pass from one HIG Bell state to another, by adjusting the ellipticity of the used basis, so it is possible to approximate this state as a specific HIG Bell state, only under certain ellipticity values.

In order to confirm this description we develop a SPDC experiment, and by projecting the two photon state in to HIG modes, we measure the HIG modal probability of the photon-pair entangled state. By changing the ellipticity of the HIG modes we compare the results with the theoretical description, thus confirming, not only theoretically, but also experimentally, that it is possible to tune the modal probability of the state.

Finally by performing a Bell test, and violating a Bell-type inequality, we confirm this modal entanglement and so the description of this quantum state.

## Chapter 1

## Theoretical Background

In order to describe the behavior of the photon-pair entangled state, generated by SPDC, in the Helical Ince-Gaussian basis, it is important to clarify every aspect of what this means. So first we discuss what a spatial mode is, by reviewing the origin and meaning of the paraxial wave equation. Understanding the paraxial wave equation is crucial for grasping the principles behind SPDC and the subsequent generation of entangled states. Then we show the distinct solutions to it, known as spatial modes. With special emphasis on Laguerre-Gauss modes and Helical Ince-Gauss modes.

Given that the focus of our investigation revolves around the degree of freedom of Orbital Angular Momentum in the SPDC process, a dedicated section will be allocated to its in depth exploration. Special attention will be given to the OAM that certain spatial modes carry, as it plays a vital role in understanding the main aspect of this work.

The entanglement of the two photon state is characterized by the correlations between two photons. Since this state is generated by the SPDC process, we will explain the nature of the state through this experimental process, as well as its description in terms of the Laguerre-Gauss modes.

The properties of one of the down converted photons become instantaneously correlated with the properties of the other photon, regardless of the physical distance between them. In order to fully understand this phenomenon, here we discuss deeply what entanglement is and how can it be confirmed in an experiment.

### 1.1 Paraxial Wave Equation (PWE)

The electric and magnetic components of light are described by complex fields $\vec{E}$ and $\vec{B}$ respectively, and, according to Maxwell equations, these fields satisfy the wave equation [32]

$$
\begin{align*}
& \nabla^{2} \vec{E}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} \vec{E}=0  \tag{1.1}\\
& \nabla^{2} \vec{B}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} \vec{B}=0 \tag{1.2}
\end{align*}
$$

here $c$ is the speed of light in vacuum. By making the assumption that the temporal dependence of the fields is $\vec{E}=E_{i}(\vec{r}) e^{i \omega t} \hat{e}_{i}$, and by substituting this in Eq. 1.1, then we find the scalar Helmholtz equation

$$
\begin{equation*}
\nabla^{2} E_{i}(\vec{r})+k^{2} E_{i}(\vec{r})=0 \tag{1.3}
\end{equation*}
$$

here $k=n \omega / c$ is the wave number, $n$ is the refractive index, and $\omega$ is the angular frequency of the light wave. Assuming that the dependence of the wave amplitude change slowly in the direction of propagation in contrast with the change in the perpendicular directions, hence $k_{z} \gg k_{x}, k_{y}$, therefore

$$
\begin{equation*}
k_{z} \approx k-\frac{k_{x}^{2}+k_{y}^{2}}{2 k} \tag{1.4}
\end{equation*}
$$

These considerations are known as the paraxial approximation. We consider a function, solution to Eq. 1.3, as

$$
\begin{equation*}
E_{i}(\vec{r})=u(\vec{r}) e^{i k z} \tag{1.5}
\end{equation*}
$$

where $u(\vec{r})$ represents the complex-valued amplitude which modulates the sinusoidal plane wave represented by the exponential factor, and contains the distribution of the field in space, and with the paraxial approximation the $z$ derivative of this amplitude function is a slowly varying function of $z$, then we can neglect the second derivative respect to $z$. So substituting Eq. 1.5 into Eq. 1.3 we get

$$
\begin{equation*}
\nabla_{t}^{2} u(\vec{r})+2 i k \frac{\partial}{\partial z} u(\vec{r})=0 \tag{1.6}
\end{equation*}
$$

here $\nabla_{t}^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}$. Equation 1.6 is called the Paraxial Wave Equation (PWE) and, as we will discuss in section 1.2 .2 , which solutions are the main component of the present work. In the next subsections we discuss three main solutions of the PWE, relevant to the present work.

### 1.1.1 Hermite-Gauss Modes (HG)

In order to solve Eq. 1.6 in cartesian coordinates $(x, y, z)$ a general solution might be written in the form of separate functions, each one depending on one transverse variable $x$ and $y$. A normalized solution is given by the Hermite-Gauss modes [13]

$$
\begin{gather*}
H G_{n_{x}, n_{y}}(x, y, z)= \\
\sqrt{\frac{1}{2^{n_{x}+n_{y}-1} \pi n_{x}!n_{y}!}} \frac{1}{\omega(z)} H_{n_{x}}\left(\frac{\sqrt{2} x}{\omega(z)}\right) H_{n_{y}}\left(\frac{\sqrt{2} y}{\omega(z)}\right) e^{\frac{-r^{2}}{\omega^{2}(z)}} e^{i\left(k z+\frac{k r^{2}}{2 R(z)}-\left(n_{x}+n_{y}+1\right) \psi_{g}(z)\right)} \tag{1.7}
\end{gather*}
$$

where $w(z)$ is the beam waist, $R(z)$ is the radius of curvature of the phase front, $\psi_{g}(z)$ is the Gouy phase and $H_{n}$ is the Hermite polynomial of order $n$.

The transverse structure of Hermite-Gauss modes can be described by two integers, denoted as $n_{x}$ and $n_{y}$, which determine the number of nodes in the $x$ and $y$ directions, respectively. These integers are related to the order of the Hermite polynomials that describe the $x$ and $y$ variations of the electric field, so Hermite polynomials represent the spatial variation of the electric field in the transverse plane, and they are orthogonal to each other. Examples of intensity distributions of Hermite-Gauss modes are depicted in Fig. 1.1.


Figure 1.1: Transverse intensity distributions of HG modes for $n_{x}=0, n_{y}=5, n_{x}=$

$$
2, n_{y}=3 \text { and } n_{x}=4, n_{y}=1
$$

HG modes are orthonormal to each other, meaning that the integral of the product of two different HG modes over the transverse plane is zero [13]

$$
\begin{equation*}
\iint_{-\infty}^{\infty} H G_{n_{x}, n_{y}}(x, y, z) H G_{n_{x}^{\prime}, n_{y}^{\prime}}^{*}(x, y, z) d x d y=\delta_{n_{x} n_{x}^{\prime}} \delta_{n_{y} n_{y}^{\prime}} \tag{1.8}
\end{equation*}
$$

this orthonormality property is advantageous for analyzing and decomposing complex laser beams into their constituent HG mode components. It facilitates the efficient representation of laser beams and enables the use of HG modes as a basis for expansion and analysis. These properties make them useful for various applications, such as laser engineering [33], optical communications [34], metrology [35], and quantum optics [25, 36].

### 1.1.2 Laguerre-Gauss Modes (LG)

If we solve the Paraxial Wave Equation in cylindrical coordinates $(r, \phi, z)$, the normalized solution are the Laguerre-Gauss modes [13]

$$
\begin{gather*}
L G_{l, n}(\vec{r})= \\
\sqrt{\frac{2 n!}{\pi(n+|l|)!}} \frac{1}{\omega(z)}\left(\frac{r \sqrt{2}}{\omega(z)}\right)^{|l|} e^{\frac{-r^{2}}{\omega^{2}(z)}} L_{n}^{|l|}\left(\frac{2 r^{2}}{\omega^{2}(z)}\right) e^{i\left(k z+\frac{k r^{2}}{2 R(z)}-(2 n+|l|+1) \psi_{g}(z)\right)} e^{i l \phi} . \tag{1.9}
\end{gather*}
$$

As it is shown, the Laguerre-Gauss modes are also solutions to the paraxial wave equation, just like Hermite-Gauss modes. However, they have a different transverse mode structure, which can be described by a set of Laguerre polynomials. The transverse structure of Laguerre-Gauss modes can be described by two integers, denoted as $n$ and $l$, which determine the number of nodes in the radial and azimuthal directions, respectively. These integers are related to the order of the Laguerre polynomials that describe the radial and azimuthal variations of the electric field.

Laguerre-Gauss have a well-defined beam waist and a propagation invariant profile, which makes them useful for applications that require a stable and focused beam, such as optical communications [37, 38], metrology [39], and quantum optics [16-19, 40]. As will be explained in the next section, individual photons on Laguerre-Gauss modes carry integer values of Orbital Angular Momentum, given by the azimuthal number as $l \hbar$; this arises from the azimuthal phase variation of the electric field. This property makes them useful for applications such as optical communication, where the OAM can be used to encode information in the spatial domain [41].

Examples of intensity distributions of Laguerre-Gauss modes are depicted in Fig. 1.2. The radial number $n$ dictates the number of "donuts" that the mode has, as $n+1$. While the azimuthal number $l$ dictates the number of steps that the helical phase has.

LG modes are orthonormal to each other [13]


Figure 1.2: Transverse intensity distributions of LG modes with its respective phase for $l=5, n=0, l=3, n=1$ and $l=1, n=2$.

$$
\begin{equation*}
\int_{0}^{2 \pi} \int_{0}^{\infty} L G_{l, n}(\vec{r}) L G_{l^{\prime}, n^{\prime}}^{*}(\vec{r}) r d r d \phi=\delta_{l l^{\prime}} \delta_{n n^{\prime}} \tag{1.10}
\end{equation*}
$$

this orthonormality property, will be fundamental in the following sections to explain modal entanglement.

Another possible solution to Eq. 1.6 on cylindrical coordinates is given by even and odd Laguerre-Gauss modes

$$
\begin{gather*}
L G_{l, n}^{e, o}(\vec{r})= \\
\sqrt{\frac{4 n!}{\left(1+\delta_{0, l}\right) \pi(n+l)!}} \frac{1}{\omega(z)}\left(\frac{r \sqrt{2}}{\omega(z)}\right)^{l} e^{\frac{-r^{2}}{\omega^{2}(z)}} L_{n}^{l}\left(\frac{2 r^{2}}{\omega^{2}(z)}\right) e^{i\left(k z+\frac{k r^{2}}{2 R(z)}-(2 n+l+1) \psi_{g}(z)\right)}\left[\begin{array}{c}
\cos (l \phi) \\
\sin (l \phi)
\end{array}\right] \tag{1.11}
\end{gather*} .
$$

These even and odd Laguerre-Gauss modes will be used in section 2.2, in order to make the change of basis. It should be noted that these modes do not carry defined OAM, only the regular ones does.

### 1.1.3 Ince-Gauss Modes (IG)

Another solution to Eq. 1.6 arises from solving it in elliptical coordinates $(\xi, \eta, z)$, a normalized solution are the even and odd Ince-Gauss modes [28, 29]

$$
\begin{align*}
& I G_{p, m}^{e}(\vec{r}, \epsilon)=\frac{C \omega_{0}}{\omega(z)} C_{p}^{m}(i \xi, \epsilon) C_{p}^{m}(\eta, \epsilon) e^{\frac{-r^{2}}{\omega^{2}(z)}} e^{i\left(k z+\frac{k r^{2}}{2 R(z)}-(p+1) \psi_{g}(z)\right)}  \tag{1.12}\\
& I G_{p, m}^{o}(\vec{r}, \epsilon)=\frac{S \omega_{0}}{\omega(z)} S_{p}^{m}(i \xi, \epsilon) S_{p}^{m}(\eta, \epsilon) e^{\frac{-r^{2}}{\omega^{2}(z)}} e^{i\left(k z+\frac{k r^{2}}{2 R(z)}-(p+1) \psi_{g}(z)\right)} \tag{1.13}
\end{align*}
$$

here $C_{p}^{m}$ and $S_{p}^{m}$ are solutions of the Ince differential equation, so they are known as the even and odd Ince polynomials respectively, where $0<m<p$ for even functions, $1<m<p$ for odd functions, the indices $(p, m)$ always have the same parity, and $\epsilon$ is the ellipticity parameter.

Ince-Gauss modes are exact and orthogonal solutions to the PWE, less well-known than Hermite-Gauss and Laguerre-Gauss modes. The transverse mode structure of Ince-Gauss modes can be described by three parameters, denoted as $p, m$, and $\epsilon$, which together determine the asymmetry and ellipticity of the mode, respectively. The transverse profile of an Ince-Gauss mode can take on a variety of shapes as seen in Fig. 1.3.


Figure 1.3: Transverse intensity distributions of even and odd IG modes with $\epsilon=3$, for $p=5, m=3, p=6, m=2$ and $p=9, m=5$.

These modes have unique properties, given control of the ellipticity of the mode. By adjusting $\epsilon$, one can tune the shape of the mode from circular to rectangular. This control enables the generation of laser beams with specific elliptical profiles tailored to the requirements of various applications, such as optical communications [42], optical trapping [43], materials engineering [44], and quantum optics [31, 45, 46].

IG modes are orthonormal to each other [28, 29]

$$
\begin{equation*}
\iint_{-\infty}^{\infty} I G_{p, m}^{\sigma}(\vec{r}, \epsilon) I G_{p^{\prime}, m^{\prime}}^{\sigma^{\prime}, *}\left(\vec{r}, \epsilon^{\prime}\right) \mathbf{d S}=\delta_{\sigma \sigma^{\prime}} \delta_{p p^{\prime}} \delta_{m m^{\prime}} \tag{1.14}
\end{equation*}
$$

here $\sigma$ is the parity of the mode (e,o). Note that ellipticity does not appear in the orthonormality condition. As we will discuss later, we are going to take advantage of this orthonormality property to be able to tune the probability detection of the two photon state, given by SPDC.

The ellipticity is quite a unique parameter, since it can take continuous values, contrary to $p$ and $m$. Even more, since the elliptic coordinates can approximate to cylindrical and cartesian coordinates, the relation of Ince-Gauss modes with the Hermite and Laguerre Gaussian modes is given via the ellipticity; larger absolute values result in a more pronounced elliptical profile, while smaller values indicate a closer approximation to a circular shape. So in the limit $\epsilon \rightarrow 0$ the elliptic coordinates tend to the circular cylindrical coordinates, and so the even and odd Ince-Gauss modes tend to the even and odd Laguerre-Gauss modes with the indices relations: $m=l$ and $p=2 n+l$. On the contrary limit, $\epsilon \rightarrow \infty$, the elliptic coordinates tend to the cartesian coordinates, in this case, the even and odd Ince-Gauss modes tend to Hermite-Gauss modes with the indices relations: $n_{x}=m$ and $n_{y}=p-m$ for even Ince-Gauss, and $n_{x}=m-1$ and $n_{y}=p-m+1$ for odd Ince-Gauss. This transition is depicted in Fig. 1.4.


Figure 1.4: Transition from $L G_{3,1}^{e}$ to $I G_{5,3}^{e}$ to $H G_{3,2}$.

As these modes are complete families solutions to Eq. 1.6 we are able to express any Ince-Gauss mode as a specific superposition of either Laguerre-Gauss modes and Hermite Gauss modes. However, we are only interested in the former case, which is given by

$$
\begin{equation*}
I G_{p, m}^{\sigma}(\vec{r}, \epsilon)=\sum_{n, l} D_{l n}^{\sigma}(\epsilon) L G_{l, n}^{\sigma}, \tag{1.15}
\end{equation*}
$$

where $\sigma$ represents the parity (even or odd) of the mode, $D_{l n}$ are the weights of the Laguerre-Gauss expansion; these required terms are given by the constraint that $p=2 n+l$, and can be written as [28, 29]

$$
\begin{equation*}
D_{l n}^{\sigma}(\epsilon)=\mathfrak{D}(-1)^{l+n+(p+m) / 2} \sqrt{\left(1+\delta_{0 l}\right)(n+l)!} A_{\left(l+\delta_{\sigma 0}\right) / 2}^{\sigma}(\epsilon) \tag{1.16}
\end{equation*}
$$

where $A_{\left(l+\delta_{\sigma 0}\right) / 2}^{\sigma}(\epsilon)$ is the $\left(l+\delta_{\sigma 0}\right) / 2$ th Fourier coefficient of the Ince polynomial associated with the beam, this coefficient depends explicitly on the ellipticity. The normalization constant $\mathfrak{D}$ is found with the condition $\sum_{l, n} D_{l n}^{\sigma 2}(\epsilon)=1$. This coefficents are calculated numerically with a MATLAB code (see Apppendix A). With this expansion we are capable to perform a change of basis of a system based on Laguerre-Gauss modes.

### 1.1.4 Helical Ince-Gauss Modes (HIG)

An important property of Laguerre-Gauss modes, as it will be pointed out in the next section, is that they carry integer values of Orbital Angular Momentum $l \hbar$, because of its azimuthal angular dependence $e^{i l \phi}$, meanwhile, Hermite-Gauss and Ince-Gauss beams do not have such dependence. In order to build Ince-Gaussian modes with a rotating phase, like Laguerre-Gauss modes (Fig. 1.2 d, e, f), Bandres et al. [28] defined the Helical Ince-Gauss modes as

$$
\begin{equation*}
H I G_{p, m}^{ \pm}(\vec{r}, \epsilon)=\frac{1}{\sqrt{2}}\left(I G_{p, m}^{e}(\vec{r}, \epsilon) \pm i I G_{p, m}^{o}(\vec{r}, \epsilon)\right) \tag{1.17}
\end{equation*}
$$

The sign $\pm$ of this spatial function defines the phase rotating direction, where + sign rotate the phase counterclockwise, and the - sign rotate the phase clockwise.

For this family of solutions, the values of $m=0$ is not allowed, since the odd mode $I G_{p, m}^{o}$ is not defined for this value. The transverse profile of Helical Ince-Gauss modes are shown in Fig. 1.5, with the respective phase distribution. The number of elliptical rings is given by $1+(p-m) / 2$, and each ring splits in single nodes as the ellipticity increase.


Figure 1.5: Transverse intensity distributions of LG modes with its respective phase for

$$
l=3, n=5, l=3, n=1 \text { and } l=1, n=2 .
$$

### 1.2 Orbital Angular Momentum (OAM)

After Maxwell developed the theory of electromagnetism, many scientists took advantage of it and began exploring the electromagnetic field's physical properties. One of the main topics in which the physisicist where interested in, were the mechanical effects of light, in fact, the idea that light has mechanical properties was already discussed in the early years of the study of radiation, with no proper explanation. It was John Henry Poynting who found the relation between the energy stored in the electromagnetic field and the work done on a charge distribution, this through energy flux [47].

Once it was established that electromagnetic fields have momentum, it is natural to ask if it also has angular momentum. In fact, the light has two contributions to its angular momentum; one that is related to the polarization of the field, known as Spin Angular Momentum (SAM), and the part that is determined solely by the azimuthal phase dependence, which is known as Orbital Angular Momentum (OAM). The angular momentum has vast applications which are promising in branches such as micro-manipulation [48], nonlinear interactions [49], imaging [50], sensing [51], quantum [23] and classical communications [52].

The aim of this section is to discuss the theory of Orbital Angular Momentum and its relation to the Helical Ince-Gauss modes.

### 1.2.1 Classic OAM

A direct consequence that electromagnetic field carries energy itself is that the field also carries momentum. It is well known from Maxwell and Poynting's theories that the momentum density in the fields, on free space, is given by [13]

$$
\begin{equation*}
\vec{P}=\epsilon_{0} \vec{E} \times \vec{B} . \tag{1.18}
\end{equation*}
$$

By taking a particular case, but still a very realistic one, is possible to calculate the angular contribution of electromagnetic field, in order to show the physical nature of orbital angular momentum of light. Taking the case in which the field is monochromatic light, travels in one direction ( $z$ axis), is linearly polarized, and with the paraxial approximation, the time-averaged momentum density is

$$
\begin{equation*}
\langle\vec{p}\rangle=\frac{\epsilon_{0} \omega k}{2}\left[2|u|^{2} \hat{z}+\frac{i}{k}\left(u \nabla u^{*}-u^{*} \nabla u\right)\right] . \tag{1.19}
\end{equation*}
$$

The time-averaged momentum points in a direction not always perpendicular to the $z$ axis, in fact, a detailed examination of this expression show that at a constant radius, the pointing vector has an spiral path of well-defined pitch (Fig. 1.6).


Figure 1.6: The spiraling curve represents the Poynting vector of a linearly polarized Laguerre-Gaussian mode.

The time-averaged total angular momentum density can be obtained by considering a field with an explicit azimuthal dependence such as $u=u_{0} e^{i l \phi}$ where $l$ is an integer. Concentrating on the $z$-component of the cross product of $\phi$-component of the time-averaged momentum density with $\vec{r}$, the time-averaged total angular momentum density is

$$
\begin{equation*}
\left\langle j_{z}\right\rangle=\epsilon_{0} \omega l|u|^{2} . \tag{1.20}
\end{equation*}
$$

With $c=\frac{\omega}{k}$, we can obtain the ratio of the angular momentum and the energy per unit length of the beam

$$
\begin{equation*}
\frac{\left\langle J_{z}\right\rangle}{c\left\langle P_{z}\right\rangle}=\frac{l}{\omega} . \tag{1.21}
\end{equation*}
$$

In the next subsection it will be clarified that, from this expression, $l$ describes the OAM per photon, so Eq. 1.21 is the ratio of the total Orbital Angular Momentum and the energy per photon. Nevertheless, in a macroscopic point of view Eq. 1.21 can be considered as the ratio of the orbital angular momentum flux to the energy flux, which is a natural description of the angular momentum carried by light beams.

As it was shown through this derivation, the Orbital Angular Momentum is a direct consequence that a mode of light has an azimuthal dependence of $e^{i l \phi}$ (with $l$ as an integer). These are called helically phased beams and implies two remarkable characteristics; that the beam axis is a phase singularity from where the optical phase changes by $2 \pi l$, and that its wave-fronts take the form of a helix advancing in the propagation direction, as can be seen in Figures 1.2 and 1.5.

If the spin contribution were considered in the current analysis, a term corresponding to the polarization of light field will be added to the numerator of Eq. 1.21, and both contributions to optical angular momentum will be separated. It has been shown that beyond the paraxial approximation a theory of angular momentum of light can be developed [53]. However, the separation cannot be achieved from a general non-paraxial beam based on the full Maxwell Theory, nevertheless, the paraxial approximation gives us a simple way to separate the angular momentum into spin and orbital contributions.

### 1.2.2 Quantum OAM

The quantization of the energy of electromagnetic radiation gave rise to the concept of the photon, from where physicist were able to explain light properties such as energy and momentum from a more fundamental point of view. Even more, this description of light gave rise to several branches in physics, which are contemporary topics with promising applications [54, 55]. The main reason to explain the radiation field in a quantum description, and so the quantum point of view of OAM, was to find a fundamental theory of the nature of this property.

Using the cross product of $\vec{r}$ with Eq. 1.18 and integrating all over the space, one finds that the angular momentum of the classical electromagnetic field can be separated in two
parts [19]:

$$
\begin{gather*}
\vec{L}_{\perp}=\epsilon_{0} \sum_{i} \int d^{3} \vec{r} E_{i \perp}(\vec{r} \times \nabla) A_{i \perp},  \tag{1.22}\\
\vec{S}_{\perp}=\epsilon_{0} \int d^{3} \vec{r} \vec{E}_{\perp} \times \vec{A}_{\perp}, \tag{1.23}
\end{gather*}
$$

here $\vec{A}_{\perp}$ is the transverse vector potential of the field. The above expressions are the gaugeinvariant versions of the original separation of angular momentum, i.e. has a physical interpretation. Trickily the separation of the angular momentum has already been written with $L$ and $S$, however, no distinction has been made between the extrinsic and intrinsic angular momentum of the field, not even in the early section; one way to define each expression is by comparing with the definitions of classical mechanics. In order to make an analogy to the separation of the total angular momentum of a system of matter particles in external and internal parts (orbital and spin parts), one can observe that Eq. 1.23 is independent to the definition of the origin of the coordinate system, so we consider this expression as the intrinsic part of the angular momentum, and we are now able to call it the spin contribution, leaving Eq. 1.22 as the orbital contribution.

The transverse electromagnetic field can be quantized by expanding the fields in any complete set of transverse vector mode functions that represents the state of the radiation field. The vectors that compose the earlier expression became operators acting in the Hilbert space. Even more; by taking the paraxial approximation it is found that the vector potential, (now an operator $\hat{A}$ ) can be written in terms of the LG mode annihilation operator [18]

$$
\begin{equation*}
\hat{a}_{l, n}\left(k_{0}\right)=\int d^{2} \vec{q} L G_{l, n}(\vec{q}) \hat{a}\left(\vec{q}, k_{0}\right), \tag{1.24}
\end{equation*}
$$

by means that its operation acts as an annihilation of a photon in a Laguerre-Gauss Fock state, and the result of the LG Fock creation operator acting on the vacuum is defined as

$$
\begin{equation*}
\left|L_{l, n}\right\rangle \equiv \hat{a}_{l, n}^{\dagger}\left(k_{0}\right)|0\rangle, \tag{1.25}
\end{equation*}
$$

which represents a Laguerre-Gauss mode in a single-photon number state. In the space representation

$$
\begin{equation*}
\left\langle x \mid L_{l, n}\right\rangle=\sqrt{\frac{2 n!}{\pi(n+|l|)!}} \frac{1}{\omega}\left(\frac{r \sqrt{2}}{\omega}\right)^{|l|} \exp \left(\frac{-r^{2}}{\omega^{2}}\right) L_{n}^{|l|}\left(\frac{2 r^{2}}{\omega^{2}}\right) \exp (i l \phi), \tag{1.26}
\end{equation*}
$$

which is the same as in Eq. 1.9 considering the case $z=0$.
Since the paraxial OAM and Spin operators are based on $\hat{A}$ (as seen classically in Eq. 1.23
and Eq. 1.22), also can be written in terms of Eq. 1.24; performing this substitution, the field operator of OAM is now

$$
\begin{equation*}
\hat{L}_{z}=\hbar \sum_{l, n} l \int d k_{0} \hat{a}_{l, n}^{\dagger}\left(k_{0}\right) \hat{a}_{l, n}\left(k_{0}\right) . \tag{1.27}
\end{equation*}
$$

Given the form of the field operator of OAM given by Eq. 1.27, the Laguerre-Gauss Fock states given by Eq.1.25 are then eigenvectors of the OAM operator, and so the LG Fock states constitute a natural basis for the OAM

$$
\begin{equation*}
\mathbb{L} \equiv\left\langle L_{l, n}\right| \hat{L}_{z}\left|L_{l, n}\right\rangle=\hbar l . \tag{1.28}
\end{equation*}
$$

This can be understood as that a single-photon in a Laguerre-Gauss mode has well-defined OAM, given by the azimuthal integer number $l$.

With this analysis in the paraxial regime, one can see that the most general paraxial onephoton state can be described as superpositions of eigenstates of $\hat{L}_{z}$, that is $\left|L_{l, n}\right\rangle$, and so any modal Fock state that is linearly dependent of this quantum state can also describe a paraxial one-photon state.

In order to connect this quantum analysis with the classic case; we use the well-known relation of the magnitude of the momentum of a photon

$$
\begin{equation*}
\mathbb{P}=\hbar k_{z}, \tag{1.29}
\end{equation*}
$$

and calculate the ratio of total angular momentum and energy per photon

$$
\begin{equation*}
\frac{\mathbb{L}}{c \mathbb{P}^{\mathrm{P}}}=\frac{l}{\omega}, \tag{1.30}
\end{equation*}
$$

which is, as it was pointed out before, equitable to Eq. 1.21, and as in the classical case, the OAM is a direct consequence that a mode of light has an azimuthal dependence of $e^{i l \phi}$. As $l$ can take any integer value for Orbital Angular Momentum, then, the state space is unbounded.

The operator given by Eq. 1.27 does not obey the commutation relations for the components of angular momentum [56], so rotations on the field cannot be generated, and therefore it does not represent angular momentum, as it is known in a quantum mechanical sense. However, it has been shown that this angular momentum of the radiation field can be transferred to matter so only the components along the propagation direction can
be measured by detecting the change in internal and external angular momentum of matter. So even if the light does not carry angular momentum in the strict quantum physical meaning, it can be transferred to matter in order to generate truly angular momentum.

If the spatial mode of the photon is not an LG mode, it is still possible to calculate the OAM that the photon carries; a simple way to perform this is to express the modal Fock state of interest in terms of the eigenvectors of OAM. In our case, one can express the HIG Fock states in terms of LG Fock states, due to the direct correspondence between the paraxial approximation and the quantum physics representation. These states can be defined as superpositions of even and odd Ince-Gauss Fock states as in the classical case (Eq. 1.17) [30]

$$
\begin{equation*}
\left|I_{p, m}^{ \pm, \epsilon}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|I_{p, m}^{e, \epsilon}\right\rangle \pm i\left|I_{p, m}^{o, \epsilon}\right\rangle\right) . \tag{1.31}
\end{equation*}
$$

These even and odd quantum modal states $\left|I_{p, m}^{\sigma, \epsilon}\right\rangle$ can be represented, as in Eq.1.15, as a superposition of even and odd Laguerre-Gauss Fock states

$$
\begin{align*}
& \left|I_{p, m}^{e, \epsilon}\right\rangle=\sum_{l, n} D_{l n}^{e}(\epsilon)\left|L_{l, n}^{e}\right\rangle,  \tag{1.32}\\
& \left|I_{p, m}^{o, \epsilon}\right\rangle=\sum_{l, n} D_{l n}^{o}(\epsilon)\left|L_{l, n}^{o}\right\rangle, \tag{1.33}
\end{align*}
$$

and with Eq. 1.32 and Eq. 1.33, the state given by Eq. 1.31 can be written as

$$
\begin{equation*}
\left|I_{p, m}^{ \pm, \epsilon}\right\rangle=\frac{1}{\sqrt{2}} \sum_{l, n}\left(D_{l n}^{e}(\epsilon)\left|L_{l, n}^{e}\right\rangle \pm i D_{l n}^{o}(\epsilon)\left|L_{l, n}^{o}\right\rangle\right), \tag{1.34}
\end{equation*}
$$

where $D_{l n}^{\sigma}$ are the weights of the Laguerre-Gauss expansion, the same as in Eq. 1.16.
Similarly to the the Helical Ince-Gauss modes case, the Laguerre-Gauss Fock states can also be written in terms of even and odd Laguerre- Gauss Fock states as

$$
\begin{align*}
& \left|L_{l, n}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|L_{l, n}^{e}\right\rangle+i\left|L_{l, n}^{o}\right\rangle\right),  \tag{1.35}\\
& \left|L_{-l, n}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|L_{l, n}^{e}\right\rangle-i\left|L_{l, n}^{o}\right\rangle\right), \tag{1.36}
\end{align*}
$$

where

$$
\left\langle x \mid L_{l, n}^{e, o}\right\rangle=\sqrt{\frac{4 n!}{\left(1+\delta_{0, l}\right) \pi(n+l)!}} \frac{1}{\omega}\left(\frac{r \sqrt{2}}{\omega}\right)^{l} e^{\frac{-r^{2}}{\omega^{2}}} L_{n}^{l}\left(\frac{2 r^{2}}{\omega^{2}}\right)\left[\begin{array}{c}
\cos (l \phi)  \tag{1.37}\\
\sin (l \phi)
\end{array}\right],
$$

which are the same as in Eq. 1.11, for the case $z=0$.

Using the previous expressions is possible to express Eq. 1.31 in terms of Eq. 1.35 and Eq. 1.36 , and by considering the correspondence Eq. 1.28 one can obtain the expectation value of OAM for a Helical Ince-Gauss Fock state [30]

$$
\begin{equation*}
\left\langle I_{p, m}^{ \pm, \epsilon}\right| \hat{L}_{z}\left|I_{p, m}^{ \pm, \epsilon}\right\rangle= \pm \sum_{n, l} \hbar l D_{l n}^{e}(\epsilon) D_{l n}^{o}(\epsilon) \tag{1.38}
\end{equation*}
$$

there is no integer part of the OAM per photon, giving place to fractional expectation values of OAM, that evolves with the ellipticity, which is implicit in Eq. 1.31. This is exemplified in Fig. 1.7 for different HIG Fock states. As it can be seen, the OAM of the HIG modes for $\epsilon \rightarrow 0$ is equal to the value of $m$, since indices relations to the LG modes are $m=l$ and $p=2 n+l$. As the ellipticity grows the OAM of each mode takes fractional values, and as $\epsilon \rightarrow \infty$ the OAM tends to an stable value of OAM, which is different for every mode, which shows that the Hermite-Gaussian modes also carries fractional OAM. The intersections of the lines in Fig. 1.7 shows that, with certain ellipticity, exist distinct HIG modes with the same amount of OAM.

An important conclusion of the present section is given by Eq. 1.38; as we pointed out before, every paraxial one-photon state can be described in a complete basis of spatial modes, nevertheless, not every modal Fock state has the same amount of OAM, in fact, as it is possible to approximate the Helical Ince-Gauss modes to Laguerre-Gauss modes and to Helical Hermite-Gauss modes through ellipticity, then, the Eq. 1.38 represents how the OAM evolves from the LG modes to the HG modes, starting from its expected integer value Eq. 1.28.


Figure 1.7: Expectation value of OAM divided by $\hbar$, for helical Ince-Gauss mode in a single-photon number state.

### 1.3 Spontaneous Parametric Down-Conversion

In this section we discuss how entangled modal states can be generated experimentally, by the Spontaneous Parametric Down-Conversion process [15]. This process occurs when a high-energy photon enters a nonlinear crystal, then it interacts with the crystal lattice, which creates two lower-energy photons.

The original photon has a frequency of $\omega$ and generates two new photons with frequencies of $\omega_{1}$ and $\omega_{2}$ such that $\omega=\omega_{1}+\omega_{2}$. If both photons have the same polarization, this process is known as type I SPDC. But if the photon-pair have different polarization, then the process is known as type II SPDC. These two photons are known as the signal and idler photons, and they are entangled with each other in several degrees of freedom, like polarization, frequency, and OAM. This means that their quantum states are correlated in a way that cannot be explained by classical physics. A schematic of the SPDC process is depicted in Fig. 1.8.


Figure 1.8: An SPDC scheme with the Type I output

### 1.3.1 SPDC Photon-pair Entangled State in LG basis

The signal and idler SPDC photons carry $\mathrm{OAM}\left(l_{s}, l_{i}\right)$ as a consequence of its conservation in the SPDC process. In fact, the OAM that the down-converted photons carry must sum the OAM of the pump photon $l_{p}$

$$
\begin{equation*}
l_{p}=l_{s}+l_{i} . \tag{1.39}
\end{equation*}
$$

As we discuss in section 1.2.2, the LG Fock states are the natural basis for the OAM given by Eq. 1.28, so if both photons are entangled given the OAM conservation, we should be able to write the quantum state of the OAM of this photons as a superposition of products of these LG spatial modes of the electromagnetic field [16]. Such superposition should be infinite, since the possibilities for $l_{s}$ and $l_{i}$ in Eq. 1.39 are also infinite. Such state represents an increase in the dimension of the Hilbert space, in contrast with polarization entangled
states, as it can be as large as $l$ indices are taken, therefore, its richness in quantum information is the subject of current research because of its potential applications for quantum cryptography [23], and quantum computing [57]. Then the emitted photon-pair entangled state, generated by SPDC, is represented by [16]

$$
\begin{equation*}
|\Psi\rangle=\sum_{l=0}^{\infty} \sum_{n} C_{n, n}^{l,-l}\left[\left|L_{l, n}\right\rangle_{A}\left|L_{-l, n}\right\rangle_{B}+\left|L_{-l, n}\right\rangle_{A}\left|L_{l, n}\right\rangle_{B}\right] \tag{1.40}
\end{equation*}
$$

here, in particular and without loss of generality, it has been taken the case $l_{p}=0$ and $n_{p}=n_{s} \equiv n$. The sub-index $A$ and $B$ stand for Alice and Bob, which names refer to the receivers of the photons.

From the state given by Eq. 1.40 the coefficients $\left|C_{n, n}^{l,-l}\right|^{2}$ represents the probability of finding one photon in state $\left|L_{l, n}\right\rangle$ and the other in the state $\left|L_{-l, n}\right\rangle$; this function represents the OAM spectrum of the state, and can be calculated by the overlap integral

$$
\begin{equation*}
C_{n, n}^{l,-l}={ }_{A}\left\langle L_{l, n}\right|{ }_{B}\left\langle L_{-l, n} \mid \Psi\right\rangle \tag{1.41}
\end{equation*}
$$

this integral depends on the phase-matching condition given by characteristic parameters of the non-linear crystal that produces SPDC, the pump beam, and the collinear or nearly collinear emission of the down-converted photons [58, 59]. In the limit of a thin crystal, it is possible to solve this integral analytically [60]

$$
C_{n, n}^{l,-l} \propto K_{n}^{|l|} \frac{\left(-2 \gamma^{2}\right)^{|l|}}{\left(1+2 \gamma^{2}\right)^{2 n+|l|}} \times{ }_{2} F_{1}\left[\begin{array}{c}
-n,-n  \tag{1.42}\\
-2 n-|l|
\end{array} 1-4 \gamma^{4}\right]
$$

here ${ }_{2} F_{1}$ is the Gauss hypergeometric function, and $K_{n}^{|l|}$ is a combinatorial coefficient with analytic form and also depends on $l$ and $n$. As we can see, in this thin crystal limit, the coefficients particularly depend on the ratio $\gamma=\frac{\omega_{p}}{\omega_{s, i}}$, where $\omega$ is the beam width. Fig. 1.9 shows $\left|C_{n, n}^{l,-l}\right|^{2}$ normalized for different $\gamma$ values.

This state is entangled since the projection onto only one of the photons onto a spatial mode defines the spatial mode in which the other photon is found. For example, if we project the photon pair state of Eq. 1.40 onto Eq. $\left|L_{5,0}\right\rangle_{B}$, we get

$$
\begin{equation*}
{ }_{B}\left\langle L_{5,0} \mid \Psi\right\rangle=C_{0,0}^{5,-5}\left|L_{-5,0}\right\rangle_{A} \tag{1.43}
\end{equation*}
$$



Figure 1.9: $\left|C_{n, n}^{l,-l}\right|^{2}$ as a $l$ and $n$ function, for different beam widths, known as OAM Spectrum.
this happens because of the orthogonality condition for the Laguerre-Gauss modes (as in Eq. 1.10)

$$
\begin{equation*}
\left\langle L_{l, n} \mid L_{l^{\prime}, n^{\prime}}\right\rangle=\delta_{l l^{\prime}} \delta_{n n^{\prime}} \tag{1.44}
\end{equation*}
$$

Thus defining the LG quantum state in which the $A$ photon is, removing all other possibilities of state in which the photon could be found. In the next section entanglement is fully explained.

### 1.4 Entanglement

When two or more quantum particles are entangled, their properties become correlated in such a way that measuring the properties of one particle can instantaneously affect the properties of the other particle, even if they are separated by large distances. This non-local correlation between the entangled particles is a fundamental feature of quantum mechanics and it has been experimentally verified for several quantum states $[8,14,26,61-$ 63].

There are several ways to quantify entanglement in quantum systems $[2,3]$. One of the most commonly used measures is entropy [64]; this measure is based on the concept of von Neumann entropy, which is a measure of the amount of information contained in a quantum state. Another common quantifier of entanglement is the concurrence [65]; this measure is used to quantify entanglement between two qubits and it is based on the idea of entanglement swapping. These measures are used to quantify the amount of entanglement present in a given quantum state and provide a way to compare the degree of
entanglement between different states or subsystems. They are used to study the properties of entanglement, including its distribution, manipulation, and transformation, and are an essential tool in many areas of quantum information and quantum computing [66, 67]. Most of these measurements require to have a complete knowledge of the density matrix of the system, and this can be achieved by performing precise quantum tomography $[68,69]$.

As the main objective of this thesis is to explain the HIG modal entanglement of the photon-pair state, given by SPDC, the precise quantum tomography technique is beyond the scope of the work. But in order to confirm the presence of entanglement we use a Bell-type inequality test, which is not a form of quantifying entanglement, but a way of confirming it.

In this section we explain how these tests are performed, measuring the entanglement in superposition states, generally known as qubits. So first we define what a qubit is, then we will define what an entangled state is, thus explaining bell states. And finally, we will discuss what a CHSC-Bell inequality is, and how it can be violated to confirm entanglement.

### 1.4.1 Qubit

A qubit, short for Quantum bit, is the fundamental unit of quantum information. It is the quantum analogue of a classical bit, which represents the basic unit of classical information and can take on one of two values, 0 or 1 . However, unlike classical bits that exist in well-defined states, qubits can exist in a superposition of states, meaning they can simultaneously represent both 0 and 1 , or any combination of the two. A qubit can be represented as a two-dimensional vector in a complex vector space, as

$$
\begin{equation*}
\left|\Psi_{q b i t}\right\rangle=\sqrt{a} e^{i \theta}|0\rangle+\sqrt{1-a} e^{-i \theta}|1\rangle \tag{1.45}
\end{equation*}
$$

here $a \in[0,1]$ and $\theta \in[0, \pi]$. The coefficients described by parameters $a$ and $\theta$, are complex probability amplitudes that determine the probability of measuring the qubit in either state. The normalization condition $\left|\sqrt{a} e^{i \theta}\right|^{2}+\left|\sqrt{1-a} e^{-i \theta}\right|^{2}=1$ ensures that the state is properly normalized.

In Fig. 1.10 the geometric representation of a qubit is shown. This representation is known as the Bloch sphere. It is a unit sphere in three-dimensional space, where each point on the surface of the sphere corresponds to a unique quantum state of the qubit. The sphere's north and south poles represent the two basis states of the qubit, conventionally denoted
as $|0\rangle$ and $|1\rangle$, respectively. The equator of the sphere ( $a=1 / 2$ ) represents a superposition of the two basis states, as

$$
\begin{equation*}
|\theta\rangle=\frac{1}{\sqrt{2}}\left(e^{i \theta}|0\rangle+e^{-i \theta}|1\rangle\right), \tag{1.46}
\end{equation*}
$$



Figure 1.10: Bloch sphere

If we multiply a global phase $e^{-i \theta}$ to Eq. 1.46 , we get $e^{-i \theta}\left|\Psi_{q b i t}\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle+e^{-i 2 \theta}|1\rangle\right)$, from where we can notice why twice the angle $\theta$ represents the azimuth angle of the sphere. This can be done because two qubits with a global phase difference, like $\left|\Psi_{q b i t}\right\rangle$ and $e^{-i \theta}\left|\Psi_{q b i t}\right\rangle$, cannot be experimentally distinguished.

Qubits can be physically realized using various quantum systems, such as atoms, ions, photons, superconducting circuits, or even topological properties of certain materials. These physical implementations provide a means to manipulate and measure the quantum states of qubits, allowing for practical applications of quantum information processing.

### 1.4.2 Bell states

Entanglement is a phenomenon where the state of a composite quantum system cannot be described as a product of the states of its individual subsystems. In other words, the quantum state of the composite system cannot be written as a tensor product of the states of its constituent subsystems [1]. This phenomenon is a consequence of the superposition principle in quantum mechanics, where particles can exist in multiple states simultaneously. When two or more particles become entangled, their combined state cannot be described as a simple combination of the individual states of each particle. Instead, their states are described by a joint quantum state that encompasses all possible configurations.

The Bell states, also known as EPR pairs (Einstein-Podolsky-Rosen pairs), are a set of four maximally entangled quantum states [2]

$$
\begin{align*}
\left|\Phi^{+}\right\rangle & =\frac{1}{\sqrt{2}}\left(|0\rangle_{A}|1\rangle_{B}+|1\rangle_{A}|0\rangle_{B}\right)  \tag{1.47}\\
\left|\Phi^{-}\right\rangle & =\frac{1}{\sqrt{2}}\left(|0\rangle_{A}|1\rangle_{B}-|1\rangle_{A}|0\rangle_{B}\right)  \tag{1.48}\\
\left|\Psi^{+}\right\rangle & =\frac{1}{\sqrt{2}}\left(|0\rangle_{A}|0\rangle_{B}+|1\rangle_{A}|1\rangle_{B}\right)  \tag{1.49}\\
\left|\Psi^{-}\right\rangle & =\frac{1}{\sqrt{2}}\left(|0\rangle_{A}|0\rangle_{B}-|1\rangle_{A}|1\rangle_{B}\right) \tag{1.50}
\end{align*}
$$

Here, we used the computational basis $|0\rangle$ and $|1\rangle$, that fulfill orthogonality: $\langle 0 \mid 1\rangle=$ $\langle 1 \mid 0\rangle=0$ and $\langle 0 \mid 0\rangle=\langle 1 \mid 1\rangle=1$.

This states are maximally entangled because they cannot be factored into separate states, and represent states of the highest possible degree of entanglement between two qubits. Measurement outcomes on one particle are instantaneously correlated with the measurement outcomes on the other particle, regardless of the spatial separation between them.

### 1.4.3 CHSH-Bell inequality

The CHSH-Bell inequality is a mathematical inequality formulated for binary measurements, where the outcomes of the measurements are represented by binary values [7]. This inequality is satisfied by any local hidden variable theory, which is a class of theories that assume that the properties of a system are determined by pre-existing values that are hidden from observation. If the CHSH-Bell inequality is violated, it means that the correlations of the system are stronger than what can be explained by local realistic theories. Instead, the results suggest that quantum mechanics is the correct theory to describe the system [3].

There are three main conditions in order to use the CHSH-Bell inequality; first, this inequality is designed to assess the correlations between measurements performed on entangled particles, so we need an entangled system. Second, it assumes that the measurements performed on the entangled particles have two possible outcomes. Lastly, the inequality assumes that the measurement settings are chosen independently for each particle. This is to ensure that the measurements are not coordinated or influenced in a way that could violate the principles of local realism. The Bell states meet these three conditions.

The entangled particles are denoted by particle $a$ and particle $b$. As we have two entangled particles, we need to measure the correlations between them with two detectors, each detector will have two detection settings, which are denoted by $A, A^{\prime}$ for the first detector, and $B, B^{\prime}$ for the second one. With this, the CHSH-Bell inequality can be written as [3, 14]

$$
\begin{equation*}
S=\left|E(A, B)-E\left(A, B^{\prime}\right)+E\left(A^{\prime}, B\right)+E\left(A^{\prime}, B^{\prime}\right)\right| \leq 2, \tag{1.51}
\end{equation*}
$$

here $S$ is known as the Bell parameter, and $E(A, B)$ is the correlation between the measurements of $A$ and $B$ on photon $a$ and photon $b$, respectively, and similarly for the other terms. The correlation is defined as the probability that the results of the measurements are the same. If the value of $S$ is greater than 2, then the CHSH-Bell inequality is violated, which means that the predictions of quantum mechanics are not consistent with those of classical physics, and even more, the entanglement is confirmed.

A way to perform a Bell test is by testing the entanglement in different bases than in which the system is entangled. We can do this with a superposition state of the entangled states, in particular, we can perform the Bell test by measuring the correlations with a qubit. Thus the angles of Eq. 1.46 works as the detector settings for the measurements, such as $A=\theta_{A}, A^{\prime}=\theta_{A}^{\prime}, B=\theta_{B}$ and $B^{\prime}=\theta_{B}^{\prime}[14,26]$. With this, we can obtain the correlation function $E\left(\theta_{A}, \theta_{B}\right)$, with the joint probability $C\left(\theta_{A}, \theta_{B}\right)$, which is the probability of detecting one photon in the state $\left|\theta_{A}\right\rangle$ and the other is $\left|\theta_{B}\right\rangle$

$$
\begin{gather*}
E\left(\theta_{A}, \theta_{B}\right)= \\
\frac{C\left(\theta_{A}, \theta_{B}\right)+C\left(\theta_{A}+\pi / 2, \theta_{B}+\pi / 2\right)-C\left(\theta_{A}+\pi / 2, \theta_{B}\right)-C\left(\theta_{A}, \theta_{B}+\pi / 2\right)}{C\left(\theta_{A}, \theta_{B}\right)+C\left(\theta_{A}+\pi / 2, \theta_{B}+\pi / 2\right)+C\left(\theta_{A}+\pi / 2, \theta_{B}\right)+C\left(\theta_{A}, \theta_{B}+\pi / 2\right)} . \tag{1.52}
\end{gather*}
$$

We can calculate the angles that maximize $S$ for each Bell state, but as will be shown in the following sections, only states $\left|\Psi^{+}\right\rangle$of Eq. 1.47 and $\left|\Phi^{+}\right\rangle$of Eq. 1.49 will be of interest. Projecting the states $\left|\theta_{A}\right\rangle$ and $\left|\theta_{B}\right\rangle$, on the state $\left|\Psi^{+}\right\rangle$, and squaring its absolute value [14]

$$
\begin{gather*}
C\left(\theta_{A}, \theta_{B}\right)=\left\lvert\,\left.\left\langle\theta_{A}\right|\left\langle\theta_{B} \mid \Psi^{+}\right\rangle\right|^{2}=\left|\frac{1}{2}\left[e^{i\left(\theta_{B}-\theta_{A}\right)}+e^{-i\left(\theta_{B}-\theta_{A}\right)}\right]\right|^{2}\right.,  \tag{1.53}\\
C\left(\theta_{A}, \theta_{B}\right)=\cos ^{2}\left(\theta_{B}-\theta_{A}\right) . \tag{1.54}
\end{gather*}
$$

Substituting this into $E\left(\theta_{A}, \theta_{B}\right)$ given by Eq.1.52, and then in $S$ given by Eq. 1.51 we are able to find a set of angles that maximize the CHSH-Bell inequality to $S=2 \sqrt{2}$. The set of angles that maximize $S$ for the state $\left|\Psi^{+}\right\rangle$are $\theta_{A}=0^{\circ}, \theta_{B}=22.5^{\circ}, \theta_{A}^{\prime}=45^{\circ}$, $\theta_{B}^{\prime}=67.5^{\circ}$.

Now, projecting the states $\left|\theta_{A}\right\rangle$ and $\left|\theta_{B}\right\rangle$, on the state $\left|\Phi^{+}\right\rangle$, and squaring its absolute value

$$
\begin{gather*}
C\left(\theta_{A}, \theta_{B}\right)=\left\lvert\,\left.\left\langle\theta_{A}\right|\left\langle\theta_{B} \mid \Phi^{+}\right\rangle\right|^{2}=\left|\frac{1}{2}\left[e^{i\left(\theta_{B}+\theta_{A}\right)}+e^{-i\left(\theta_{B}+\theta_{A}\right)}\right]\right|^{2}\right.  \tag{1.55}\\
C\left(\theta_{A}, \theta_{B}\right)=\cos ^{2}\left(\theta_{B}+\theta_{A}\right) \tag{1.56}
\end{gather*}
$$

Similarly to the previous case, we now obtain a set of angles that maximize the Bell parameter to $S=2 \sqrt{2}$, for the state $\left|\Phi^{+}\right\rangle$, which are $\theta_{A}=90^{\circ}, \theta_{B}=22.5^{\circ}, \theta_{A}^{\prime}=45^{\circ}$, $\theta_{B}^{\prime}=67.5^{\circ}$.

It is noteworthy that the set of angles that maximize the Bell parameter for the state $\left|\Psi^{+}\right\rangle$ are the angles from where a minimum of $S$ is found for the state $\left|\Phi^{+}\right\rangle$, and vice versa. So by using the correct set of angles, it is possible to confirm the entanglement of each state.

## Chapter 2

## Entangled State of Spontaneous Parametric Down Conversion in a Helical Ince-Gauss Basis


#### Abstract

We delve into the derivation of a comprehensive theoretical framework for describing the entangled state generated by Spontaneous Parametric Down Conversion in the Helical Ince-Gauss basis. This chapter serves as a crucial foundation for understanding the unique characteristics and properties of the SPDC state in the description of helical Ince-Gauss modes.


Throughout this chapter, we will use not only all the mathematical techniques of the previous chapter; such as mode expansion, quantum field theory, and operator algebra. But to derive a change of basis of the entangled state provided by the SPDC, to a Helical Ince-Gauss basis, we will need some definitions about how the HIG states can be described as superposition states and as entangled states.

We discuss the implications of this description. Mainly, we explain how the quantum state behaves when varying the ellipticity parameter of the basis, and explain how is it possible to confirm the entanglement of such state in a experiment.

By developing a theoretical framework that describes the SPDC state in the Helical InceGauss basis, we provide a tool for analyzing and manipulating entangled state of photon pairs generated through SPDC processes. This chapter lays the groundwork for subsequent investigations in understanding the behavior of the SPDC state in helical Ince-Gauss modes.

### 2.1 Representation of the HIG states

Here we define some necessary states, with which we can not only make the change of basis of the entangled state, given by SPDC, in terms of HIG modes, but also to be able to confirm entanglement by means of a Bell inequality.

### 2.1.1 HIG Bloch Sphere

As our entanglement modal test, is a direct analogy to the entanglement given via polarization $[8,70]$, we need to define a Bloch sphere for spatial modes, as is shown in Fig. 2.1. As in section 1.4.1, any point on the sphere can be represented by

$$
\begin{equation*}
|\Psi\rangle=\sqrt{a} e^{i \theta}\left|I_{p, m}^{+, \epsilon}\right\rangle+\sqrt{1-a} e^{-i \theta}\left|I_{p, m}^{-, \epsilon}\right\rangle, \tag{2.1}
\end{equation*}
$$

as in Eq. 1.45.
The poles of the sphere are HIG modes, and each point on the equator represents a specific superposition with a well-defined phase and can be represented by [31]

$$
\begin{equation*}
|\theta\rangle=\frac{1}{\sqrt{2}}\left(e^{i \theta}\left|I_{p, m}^{+, \epsilon}\right\rangle+e^{-i \theta}\left|I_{p, m}^{-, \epsilon}\right\rangle\right), \tag{2.2}
\end{equation*}
$$

as in Eq. 1.46.


Figure 2.1: Bloch sphere constructed from a) polarization and b) Helical Ince-Gauss modes

We will take as an example the quantum numbers $p=6, m=2$ and $\epsilon=3$, to show the Bloch sphere constructed from the Ince-Gauss modes. In Fig. 2.2 the Bloch sphere is shown. The insets in the figure display the intensity pattern with its corresponding phase
pattern. The intensity patterns at the north and south poles are indistinguishable. While a continuous phase change of $\theta$ along the equator, these patterns also undergo continuous shape changes.


Figure 2.2: Bloch sphere constructed from $p=6, m=2$ and $\epsilon=3$.

### 2.1.2 HIG Bell States

It is possible to describe analogous Bell states in other bases than the standard computational basis ( $|0\rangle$ and $|1\rangle$ basis). The standard Bell test involves measuring the entangled qubits in the computational basis to test for the violation of certain correlations predicted by quantum mechanics. However, by choosing different measurement bases, one can investigate different aspects of entanglement and test different correlations.

As in subsection 1.4.2, we define the HIG Bell states as

$$
\begin{align*}
& \left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|I_{p, m}^{+, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{+, \epsilon_{B}}\right\rangle_{B}+\left|I_{p, m}^{-, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{-, \epsilon_{B}}\right\rangle_{B}\right),  \tag{2.3}\\
& \left|\Phi^{-}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|I_{p, m}^{+, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{+, \epsilon_{B}}\right\rangle_{B}-\left|I_{p, m}^{-, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{-, \epsilon_{B}}\right\rangle_{B}\right),  \tag{2.4}\\
& \left|\Psi^{+}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|I_{p, m}^{+, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{-, \epsilon_{B}}\right\rangle_{B}+\left|I_{p, m}^{-, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{+, \epsilon_{B}}\right\rangle_{B}\right), \tag{2.5}
\end{align*}
$$

$$
\begin{equation*}
\left|\Psi^{-}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|I_{p, m}^{+, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{-, \epsilon_{B}}\right\rangle_{B}-\left|I_{p, m}^{-, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{+, \epsilon_{B}}\right\rangle_{B}\right) . \tag{2.6}
\end{equation*}
$$

Hence we have defined the states as sums of products of HIG states with the same numbers $p$ and $m$, but with distinct ellipticity for each qubit. The latter is possible since the family of IG solutions is orthogonal with respect to indices and parity, but not to ellipticity [28] (as in Eq. 1.14)

$$
\begin{equation*}
\left\langle I_{p, m}^{\sigma, \epsilon} \mid I_{p^{\prime}, m^{\prime}}^{\sigma^{\prime}, \epsilon^{\prime}}\right\rangle=\delta_{\sigma \sigma^{\prime}} \delta_{p p^{\prime}} \delta_{m m^{\prime}} \tag{2.7}
\end{equation*}
$$

It is noteworthy that ellipticity is a characteristic quite unique attributed to these modes, which does not exist for LG modes, and as $\epsilon$ is a continuous variable, it can be understood as a non-trivial continuous rotation parameter for the infinite-dimensional basis of the Hilbert space [31].

### 2.2 SPDC Photon-pair Entangled State in HIG basis

Here we calculate the probability of finding the photon-pair entangled state, generated by SPDC, in Helical Ince-Gauss Fock states, with the same $p$ and $m$ quantum numbers, but different ellipticity.

Given that the Helical Ince-Gauss modes are expanded in the even and odd LaguerreGauss modes, it is possible to express Eq. 1.40 in this modes, given Eq. 1.35 and Eq. 1.36 , then the photon pair state is

$$
\begin{align*}
|\Psi\rangle & =\sum_{l=0}^{\infty} \sum_{n} \frac{C_{n, n}^{l,-l}}{2}\left[\left(\left|L_{l, n}^{e}\right\rangle_{A}+i\left|L_{l, n}^{o}\right\rangle_{A}\right)\left(\left|L_{l, n}^{e}\right\rangle_{B}-i\left|L_{l, n}^{o}\right\rangle_{B}\right)\right.  \tag{2.8}\\
& +\left(\left|L_{l, n}^{e}\right\rangle_{A}-i\left|L_{l, n}^{o}\right\rangle_{A}\right)\left(\left|L_{l, n}^{e}\right\rangle_{B}+i\left|L_{l, n}^{o}\right\rangle_{B}\right),
\end{align*}
$$

simplifying this expression, we get

$$
\begin{equation*}
|\Psi\rangle=\sum_{l=0}^{\infty} \sum_{n} C_{n, n}^{l,-l}\left[\left|L_{l, n}^{e}\right\rangle_{A}\left|L_{l, n}^{e}\right\rangle_{B}+\left|L_{l, n}^{o}\right\rangle_{A}\left|L_{l, n}^{o}\right\rangle_{B}\right] . \tag{2.9}
\end{equation*}
$$

Now it can be easily derived the desired probabilities. First, we calculate the probability of finding the photon-pair state in a HIG Fock state, both with the same quantum numbers $p, m$, with distinct helicity. Lastly we calculate the same joint probability, but with equal helicity.

### 2.2.1 Different Helicity Probability

First, the projection of Eq. 2.9 with the state $\left|I_{p, m}^{+, \epsilon_{A}}\right\rangle_{A}$ is

$$
\begin{equation*}
{ }_{A}\left\langle I_{p, m}^{+, \epsilon_{A}} \mid \Psi\right\rangle=\frac{1}{\sqrt{2}}\left(\sum_{l, n} D_{l n}^{e}\left(\epsilon_{A}\right)\left\langle\left. L_{l, n}^{e}\right|_{A}-i \sum_{l, n} D_{l n}^{o}\left(\epsilon_{A}\right)\left\langle\left. L_{l, n}^{o}\right|_{A}\right) \mid \Psi\right\rangle\right. \tag{2.10}
\end{equation*}
$$

On substituting this on Eq. 2.9

$$
\begin{equation*}
{ }_{A}\left\langle I_{p, m}^{+, \epsilon_{A}} \mid \Psi\right\rangle=\frac{\sqrt{2}}{2} \sum_{n, l} C_{n, n}^{l,-l}\left[D_{l n}^{e}\left(\epsilon_{A}\right)\left|L_{l, n}^{e}\right\rangle_{B}-i D_{l n}^{o}\left(\epsilon_{A}\right)\left|L_{l, n}^{o}\right\rangle_{B}\right] \tag{2.11}
\end{equation*}
$$

Now the projection of $\left|I_{p, m}^{-, \epsilon_{B}}\right\rangle_{B}$ in the above equation is

$$
\begin{equation*}
{ }_{B}\left\langle I_{p, m}^{-, \epsilon_{B}}\right|{ }_{A}\left\langle I_{p, m}^{+, \epsilon_{A}} \mid \Psi\right\rangle=\frac{1}{2} \sum_{n, l} C_{n, n}^{l,-l}\left[D_{l n}^{e}\left(\epsilon_{A}\right) D_{l n}^{e}\left(\epsilon_{B}\right)+D_{l n}^{o}\left(\epsilon_{A}\right) D_{l n}^{o}\left(\epsilon_{B}\right)\right] \tag{2.12}
\end{equation*}
$$

which is the same for the projection in the states $\left|I_{p, m}^{-, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{+, \epsilon_{B}}\right\rangle_{B}$. This is the modal HIG amplitude probability, and its squared absolute value is the modal HIG amplitude probability, which is the probability of finding the photon-pair state in a specific HIG Fock state with modal numbers $p, m$ and $\epsilon_{A}$ for photon A , and $\epsilon_{B}$ for photon B , both with distinct helicity.

There are two main characteristics of this probability that have to be highlighted:
First, as the quantum numbers increase, the modal probability decreases for values $\epsilon_{A} \neq$ $\epsilon_{B}$. This happens because as $\epsilon_{A}$ take values far from $\epsilon_{B}$, the coefficients $D_{l n}^{\sigma}\left(\epsilon_{A}\right)$ and $D_{l n}^{\sigma}\left(\epsilon_{B}\right)$ tend to be more and more distinct from each other, such as $D_{l n}^{\sigma}\left(\epsilon_{A}\right)<D_{l n}^{\sigma}\left(\epsilon_{B}\right)$, and the products given in Eq. 2.12 are smaller than in the $\epsilon_{A}=\epsilon_{B}$ case. This behavior is stronger for greater values of $p$, as the terms of the sum on Eq. 2.12 increase with this number. This is shown in Fig. 2.3 a), b) and c), where the normalized squared absolute value of Eq. 2.12 is shown for $p=3, m=1, p=8, m=6$ and $p=15, m=9$ as a function of the ellipticities $\left(\epsilon_{A}, \epsilon_{B}\right)$ for $\gamma=1.5$ (The experimental value of $\gamma$ ). In order to show how the probability decreases when $\epsilon_{A} \neq \epsilon_{B}$ for higher quantum numbers, Figures 2.3 d ), e) and f) shows the normalized contour lines for some fixed $\epsilon_{A}$ of the squared absolute value of Eq. 2.12, given by the red, blue and yellow lines in Figures 2.3 a), b) and c ), corresponding to $\epsilon_{A}=2,5,9$ correspondingly. The probability as an $\epsilon$ function gets narrower for higher modes.


Figure 2.3: Normalized probabilities ${ }_{B}\left\langle I_{p, m}^{-, \epsilon_{B}}\right|{ }_{A}\left\langle I_{p, m}^{+, \epsilon_{A}} \mid \Psi\right\rangle$ from low to high order modes.

The second main characteristic of Eq. 2.12, is that the probability reaches its maximum value when $\epsilon_{A}=\epsilon_{B} \equiv \epsilon_{A B}$, having a global maximum in some specific $\epsilon_{A B}$, which varies depending on the HIG mode. For modes with the lowest $m$ value, for a given $p$, the probability for $\epsilon_{A B}$ monotonically decreases; this decay becomes more pronounced for higher $m$ modes. On the other hand, for modes with the highest $m$ value, for a given $p$, the probability for $\epsilon_{A B}$ monotonically increases. This general behavior of the probability as an ellipticity function, is attributed to the SPDC's OAM spectrum; as the $C_{n, n}^{l,-l}$ coefficients limit the products of the $D_{l n}\left(\epsilon_{A B}\right)$ coefficients in Eq. 2.12, which endows this characteristic that prefers certain values $\epsilon_{A B}$ with which the maximum probability is found. This can be seen in Fig. 2.4, where the normalized squared absolute value of Eq. 2.12 is shown for fixed $p=17$ and $m=5,7,9$, as an $\left(\epsilon_{A}, \epsilon_{B}\right)$ function with $\gamma=1.5$. Fig. 2.4 d$)$, e) and f) shows the normalized contour lines for the squared absolute value of Eq. 2.12 for $\epsilon_{A B}$, corresponding to the diagonal lines in Figures 2.4 a), b) and c). Table 2.1 shows the $\epsilon_{A B}$ value at which the maximum probability is reached for these modes.

In Fig. 2.5, the normalized squared absolute value of Eq. 2.12 is shown, contrary to the previous case, for $p=12,14,16$ and fixed $m=6$, as an $\left(\epsilon_{A}, \epsilon_{B}\right)$ function with $\gamma=1.5$. Fig. 2.5 d), e) and f) shows the normalized contour lines for the squared absolute value of


Figure 2.4: Normalized probabilities ${ }_{B}\left\langle I_{p, m}^{-, \epsilon_{B}}\right|{ }_{A}\left\langle I_{p, m}^{+, \epsilon_{A}} \mid \Psi\right\rangle$ and different $m$ values.
Table 2.1: Maximum ellipticity values for the different helicity case, for fixed $p$.

| HIG Quantum <br> Numbers | $p=17, m=5$ | $p=17, m=7$ | $p=17, m=9$ |
| :---: | :---: | :---: | :---: |
| $\epsilon_{A B}$ | 1.7 | 3.6 | 6.2 |

Eq. 2.12 for $\epsilon_{A B}$, corresponding to the diagonal lines in Figures 2.5 a ), b) and c). Table 2.2 shows the $\epsilon_{A B}$ value at which the maximum probability is reached for these modes.

TABLE 2.2: Maximum ellipticity values for the different helicity case, for fixed $m$.

| HIG Quantum <br> Numbers | $p=12, m=6$ | $p=14, m=6$ | $p=16, m=6$ |
| :---: | :---: | :---: | :---: |
| $\epsilon_{A B}$ | 3.6 | 3.0 | 2.6 |

As it is shown in Table 2.1, if we fix the modal number $p$, the $\epsilon_{A B}$ value, that maximizes the joint probability given by Eq. 2.12, increases along with $m$. On the contrary, as it


Figure 2.5: Normalized probabilities ${ }_{B}\left\langle I_{p, m_{B}}^{-, \epsilon_{B}}\right|{ }_{A}\left\langle I_{p, m}^{+, \epsilon_{A}} \mid \Psi\right\rangle$ and different $p$ values.
is shown in Table 2.2, if we fix the modal number $m$, the $\epsilon_{A B}$ value, that maximizes the joint probability given by Eq. 2.12, decreases when the modal number $p$ increases.

From Figures 2.3, 2.4 and 2.5, it is clear that the mode probabilities of photon-pair entangled state, given by the SPDC , change with $\epsilon_{A}$ and $\epsilon_{B}$, which means that the probability of finding this state, in a specific HIG mode can be tuned with the ellipticity values. Since the entanglement of SPDC photon-pair state is given via OAM conservation, the probability tuning should not come as a surprise, as in the earlier section it was established that the OAM of a stable beam may be tuned by adjusting the ellipticity value. We can take advantage of this continuous parameter in order to find which $\epsilon_{A B}$ value maximize the probability of finding any HIG mode in this quantum state.

### 2.2.2 Same Helicity Probability

We just calculated the probability of finding both photons with distinct helicity, analogously to the state described in LG Fock states. In the same way, we can also calculate the probability of finding both photons in HIG states with the same helicity for both photons. The projection of Eq. 2.9 with the states $\left|I_{p, m}^{+, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{+, \epsilon_{B}}\right\rangle_{B}$, given by Eq. 1.34, will provide the probability amplitude of finding the photon-pair state in the positive Helical

Ince-Gaussian state

$$
\begin{equation*}
{ }_{B}\left\langle I_{p, m}^{+, \epsilon_{B}}\right|{ }_{A}\left\langle I_{p, m}^{+, \epsilon_{A}} \mid \Psi\right\rangle=\frac{1}{2} \sum_{n, l} C_{n, n}^{l,-l}\left[D_{l n}^{e}\left(\epsilon_{A}\right) D_{l n}^{e}\left(\epsilon_{B}\right)-D_{l n}^{o}\left(\epsilon_{A}\right) D_{l n}^{o}\left(\epsilon_{B}\right)\right], \tag{2.13}
\end{equation*}
$$

which is the same for the projection in the states $\left|I_{p, m}^{-}\right\rangle_{A}\left|I_{p, m}^{-}\right\rangle_{B}$. As it is shown, in the Ince-Gassuian base the photon-pair entangled state does not behave as in the LaguerreGaussian basis. In the Laguerre-Gaussian case the expectation value of finding both photons with the same helicity in the state is null, but in the Ince-Gaussian base the probability of finding both photons with the same helicity does not vanish, this is due that the expansion coefficients for the Ince-Gauss beams differs for the different parities $D_{l n}^{e} \neq D_{l n}^{o}$, except in the limit $\epsilon \rightarrow 0$, where we recover the zero probability as we are in the Laguerre-Gauss case. This is shown in Fig. 2.6, where the squared absolute value of Eq. 2.13 is shown for the same modes as in Fig. 2.4 (fixed $p=17$ and $m=5,7,9$ ), as an ( $\epsilon_{A}, \epsilon_{B}$ ) function with $\gamma=1.5$. Figures 2.6 a ), b) and c) shows the contour lines for the squared absolute value of Eq. 2.13 from where a maximum value of the probability is found for some fixed $\epsilon_{A}$, corresponding to the red, blue and yellow lines in Figures 2.6 d ), e) and f). Table 2.3 shows the $\epsilon_{A B}$ value at which the maximum probability is reached for these modes.


Figure 2.6: Normalized probabilities ${ }_{B}\left\langle I_{p, m}^{+, \epsilon_{B}}\right|{ }_{A}\left\langle I_{p, m}^{+, \epsilon_{A}} \mid \Psi\right\rangle$ for different modes.

Table 2.3: Maximum ellipticity values for the same helicity case, for fixed $p$.

| HIG Quantum <br> Numbers | $p=17, m=5$ | $p=17, m=7$ | $p=17, m=9$ |
| :---: | :---: | :---: | :---: |
| $\epsilon_{A}$ | 0.7 | 2.0 | 3.8 |
| $\epsilon_{B}$ | 4.5 | 7.0 | 9.9 |

In Fig. 2.7, where the squared absolute value of Eq. 2.13 is shown for the same modes as in Fig. $2.5(p=12,14,16$ and $m=6)$, as an $\left(\epsilon_{A}, \epsilon_{B}\right)$ function with $\gamma=1.5$. Figures 2.7 a), b) and c) shows the contour lines for the squared absolute value of Eq. 2.13 from where a maximum value of the probability is found for some fixed $\epsilon_{A}$, corresponding to the red, blue and yellow lines in Figures 2.6 d ), e) and f). Table 2.22 shows the $\epsilon_{A B}$ value at which the maximum probability is reached for these modes.


Figure 2.7: Normalized probabilities ${ }_{B}\left\langle I_{p, m}^{+, \epsilon_{B}}\right|{ }_{A}\left\langle I_{p, m}^{+, \epsilon_{A}} \mid \Psi\right\rangle$ for different modes.

The ellipticity values that maximizes the probability of finding both photons with the same helicity, changes with the modal numbers $p$ and $m$, in the same manner than in the contrary case. As it is shown in Table 2.3 , if we fix the modal number $p$, the $\epsilon_{A}$ and $\epsilon_{B}$ values, that maximizes the joint probability given by Eq. 2.13, increases along with $m$.
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TABLE 2.4: Maximum ellipticity values for the same helicity case, for fixed $m$.

| HIG Quantum <br> Numbers | $p=12, m=6$ | $p=14, m=6$ | $p=16, m=6$ |
| :---: | :---: | :---: | :---: |
| $\epsilon_{A}$ | 1.9 | 1.7 | 1.5 |
| $\epsilon_{B}$ | 8.9 | 7.4 | 6.3 |

On the contrary, as it is shown in Table 2.4, if we fix the modal number $m$, the $\epsilon_{A}$ and $\epsilon_{B}$ values, that maximizes the joint probability given by Eq. 2.13, decreases when the modal number $p$ increases.

The ellipticity values that maximize the probability of finding both photons with equal helicity are the same values that minimize the opposite case, this is shown in Fig. 2.8, where the normalized probabilities are depicted. This occurs for the same reasons as in the different helicity case; when the coefficients $D_{l n}\left(\epsilon_{A}\right)$ and $D_{l n}\left(\epsilon_{B}\right)$ tend to be more and more distinct from each other (when the $\epsilon_{A}$ value is far from $\epsilon_{B}$ ), the products given in Eq. 2.13 are greater than the $\epsilon_{A}=\epsilon_{B}$ case, because of the minus sign.


Figure 2.8: Normalized $\left|F_{p, m}\right|^{2}$ and $\left|G_{p, m}\right|^{2}$ coefficients.

### 2.2.3 Entangled State

From this analysis, we finally arrived at the main characteristic of this photon-pair state, generated by SPDC, on HIG basis. As the HIG modes describes a complete family solution to the Paraxial Wave Equation, and given the direct correspondence between the paraxial approximation and the quantum physics representation, we have calculated not only the amplitude probabilities, but a change of basis of the photon-pair state, generated by SPDC, in terms of the HIG Fock states.

Given Eq. 2.12 and Eq. 2.13, we can consider this quantum state as a sum of two infinite sums of symmetric HIG Bell-states in the form of

$$
\begin{align*}
|\Psi\rangle= & \sum_{p, m} F_{p, m}\left[\left|I_{p, m}^{+, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{-, \epsilon_{B}}\right\rangle_{B}+\left|I_{p, m}^{-, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{+, \epsilon_{B}}\right\rangle_{B}\right]+ \\
& \sum_{p, m} G_{p, m}\left[\left|I_{p, m}^{+, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{+, \epsilon_{B}}\right\rangle_{B}+\left|I_{p, m}^{-, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{-, \epsilon_{B}}\right\rangle_{B}\right], \tag{2.14}
\end{align*}
$$

with the $F_{p, m}$ and $G_{p, m}$ coefficients as

$$
\begin{align*}
& F_{p, m}=\frac{1}{2} \sum_{n, l} C_{n, n}^{l,-l}\left[D_{l n}^{e}\left(\epsilon_{A}\right) D_{l n}^{e}\left(\epsilon_{B}\right)+D_{l n}^{o}\left(\epsilon_{A}\right) D_{l n}^{o}\left(\epsilon_{B}\right)\right],  \tag{2.15}\\
& G_{p, m}=\frac{1}{2} \sum_{n, l} C_{n, n}^{l,-l}\left[D_{l n}^{e}\left(\epsilon_{A}\right) D_{l n}^{e}\left(\epsilon_{B}\right)-D_{l n}^{o}\left(\epsilon_{A}\right) D_{l n}^{o}\left(\epsilon_{B}\right)\right], \tag{2.16}
\end{align*}
$$

which, for some $p$ and $m$ values, are truncated by the $D_{l n}^{\sigma}$ terms, such that $p=2 n+l$, then, the number of terms is given by the value of $p$, having a total of $p-\left\lceil\frac{p}{2}\right\rceil+1$ terms. It is also noteworthy that when $\epsilon_{A, B} \rightarrow 0$ then $G_{p, m} \rightarrow 0, F_{p, m} \rightarrow \sum_{n, l} C_{n, n}^{l,-l}$ and $\left|I_{p, m}^{ \pm, \epsilon}\right\rangle \rightarrow\left|L_{ \pm l, n}\right\rangle$, and the photon-pair entangled state in the OAM basis of Eq. 1.40 is recovered.

As we will see in the next subsection, an entangled state requires that the state be a non-factorable state, and so the joint state of the system cannot be factored into the product of the individual states. At first sight the state Eq. 2.14 seems to not fit on this entangled state definition, as it can be factored on individual states. But as we discuss earlier, for some HIG mode with some $p, m$ and by choosing the correct ellipticity values, it is possible to maximize the coefficient $F_{p, m}$, thus minimizing $G_{p, m}$, and in this case we can approximate the state to

$$
\begin{equation*}
\left|\Psi^{+}\right\rangle \approx \frac{1}{\sqrt{2}}\left(\left|I_{p, m}^{+, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{-, \epsilon_{B}}\right\rangle_{B}+\left|I_{p, m}^{-, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{+, \epsilon_{B}}\right\rangle_{B}\right), \tag{2.17}
\end{equation*}
$$

on the contrary, for some $p, m$ and by choosing the correct ellipticity values, it is possible to maximize the coefficient $G_{p, m}$, which will minimize $F_{p, m}$, approximating the state to

$$
\begin{equation*}
\left|\Phi^{+}\right\rangle \approx \frac{1}{\sqrt{2}}\left(\left|I_{p, m}^{+, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{+, \epsilon_{B}}\right\rangle_{B}+\left|I_{p, m}^{-, \epsilon_{A}}\right\rangle_{A}\left|I_{p, m}^{-, \epsilon_{B}}\right\rangle_{B}\right) . \tag{2.18}
\end{equation*}
$$

Thereby, by varying the ellipticity it is not only possible to tune the probability of finding the photon-pair state in a specific HIG Bell-state, but also, for a particular value of $p$ and $m$, it is possible to choose a different Bell state, with different symmetry. This is made, by only finding which value of $\epsilon_{A}$ and $\epsilon_{B}$ maximize either Eq. 2.15 or Eq. 2.16. This depends on the desired case.

Even if there is a probability of finding both down-converted photons in IG modes with equal helicity, the maximum value for $\left|F_{p, m}\right|^{2}$ is greater than $\left|G_{p, m}\right|^{2}$ for any $p$ and $m$ values, this is not depicted in Fig. 2.8 as every graph is normalized by its own maximum value. In table 2.5 a direct comparison for some $p$ and $m$ values is shown.

Table 2.5: Comparison of the maximum probability values

|  | $p=5, m=3$ | $p=11, m=5$ | $p=17, m=7$ |
| :---: | :---: | :---: | :---: |
| $\left\|F_{p, m}\right\|_{\text {max }}^{2} /\left\|G_{p, m}\right\|_{\text {max }}^{2}$ | 8.29 | 14.11 | 19.27 |

### 2.3 Entanglement

The SPDC Photon-pair Entangled State in a HIG basis, as described in Eq. 2.14, is a superposition of two HIG Bell states, of different weights. And considering that we can tune such weights by tuning the ellipticity value of the base. We will test the modal entanglement of the state by performing a Bell test, with the CHSH-Bell inequality.

### 2.3.1 CHSH-Bell inequality for SPDC Photon-pair Entangled State in HIG basis

We calculate the expected value $S$ for the photon-pair state, given by SPDC Eq. 2.9, with the superposition states $\left|\theta_{A}\right\rangle$ and $\left|\theta_{B}\right\rangle$ given by Eq. 2.2. In order to do this it will be convenient to write Eq. 2.2 in terms of the even and odd Laguerre-Gauss quantum modes,
by using Eq. 1.34

$$
\begin{align*}
|\theta\rangle= & \frac{1}{2} e^{i \theta}\left(\sum_{l, n} D_{l n}^{e}(\epsilon)\left|L_{l, n}^{e}\right\rangle+i \sum_{l, n} D_{l n}^{o}(\epsilon)\left|L_{l, n}^{o}\right\rangle\right)  \tag{2.19}\\
& +\frac{1}{2} e^{-i \theta}\left(\sum_{l, n} D_{l n}^{e}(\epsilon)\left|L_{l, n}^{e}\right\rangle-i \sum_{l, n} D_{l n}^{o}(\epsilon)\left|L_{l, n}^{o}\right\rangle\right),
\end{align*}
$$

by factoring

$$
\begin{equation*}
|\theta\rangle=\frac{1}{2}\left[\left(e^{i \theta}+e^{-i \theta}\right) \sum_{l, n} D_{l n}^{e}(\epsilon)\left|L_{l, n}^{e}\right\rangle+i\left(e^{i \theta}-e^{-i \theta}\right) \sum_{l, n} D_{l n}^{o}(\epsilon)\left|L_{l, n}^{o}\right\rangle\right] \tag{2.20}
\end{equation*}
$$

simplifying we finally get

$$
\begin{equation*}
|\theta\rangle=\cos (\theta) \sum_{l, n} D_{l n}^{e}(\epsilon)\left|L_{l, n}^{e}\right\rangle-\sin (\theta) \sum_{l, n} D_{l n}^{o}(\epsilon)\left|L_{l, n}^{o}\right\rangle \tag{2.21}
\end{equation*}
$$

Projecting this for both photons in Eq. 2.9, we can obtain the joint probability since

$$
\begin{equation*}
\left\langle\theta_{B} \mid \Psi\right\rangle=2 \sum_{l, n} C_{n, n}^{l,-l}\left[D_{l n}^{e}\left(\epsilon_{B}\right) \cos \left(\theta_{B}\right)\left|L_{l, n}^{e}\right\rangle_{A}-D_{l n}^{o}\left(\epsilon_{B}\right) \sin \left(\theta_{B}\right)\left|L_{l, n}^{o}\right\rangle_{A}\right], \tag{2.22}
\end{equation*}
$$

Then it follows

$$
\begin{align*}
\left\langle\theta_{A}\right|\left\langle\theta_{B} \mid \Psi\right\rangle= & 2 \cos \left(\theta_{A}\right) \cos \left(\theta_{B}\right) \sum_{l, n} C_{n, n}^{l,-l} D_{l n}^{e}\left(\epsilon_{A}\right) D_{l n}^{e}\left(\epsilon_{B}\right) \\
& +2 \sin \left(\theta_{A}\right) \sin \left(\theta_{B}\right) \sum_{l, n} C_{n, n}^{l,-l} D_{l n}^{o}\left(\epsilon_{A}\right) D_{l n}^{o}\left(\epsilon_{B}\right), \tag{2.23}
\end{align*}
$$

Therefore, we get

$$
\begin{align*}
C\left(\theta_{A}, \theta_{B}\right)= & \mid 2 \cos \left(\theta_{A}\right) \cos \left(\theta_{B}\right) \sum_{l, n} C_{n, n}^{l,-l} D_{l n}^{e}\left(\epsilon_{A}\right) D_{l n}^{e}\left(\epsilon_{B}\right) \\
& +\left.2 \sin \left(\theta_{A}\right) \sin \left(\theta_{B}\right) \sum_{l, n} C_{n, n}^{l,-l} D_{l n}^{o}\left(\epsilon_{A}\right) D_{l n}^{o}\left(\epsilon_{B}\right)\right|^{2} . \tag{2.24}
\end{align*}
$$

In Fig. 2.9 the value of $S$ given by Eq. 1.51 is shown, by using $E\left(\theta_{A}, \theta_{B}\right)$ of Eq. 1.52 and $C\left(\theta_{A}, \theta_{B}\right)$ of Eq. 2.24, with the set of angles that maximize the inequality for the states $\left|\Psi^{+}\right\rangle$and $\left|\Phi^{+}\right\rangle$.

As it is shown, most of the values for $\epsilon_{A}$ and $\epsilon_{B}$ maximize the Bell parameter $S$ for the case where the entanglement is given by $\left|\Psi^{+}\right\rangle$, which corresponds to the same values that


Figure 2.9: $S$ value as a function of $\epsilon_{A}$ and $\epsilon_{A}$ for distinct modes. The first row corresponds to angles that maximize the violation of the $\left|\Psi^{+}\right\rangle$. The second row corresponds to angles that maximize the violation of the $\left|\Phi^{+}\right\rangle$. The red transparent plane is placed in

$$
S=2
$$

maximize the probability of founding such state, the entanglement is given in big areas of ellipticity values. In the case that maximizes inequality for the state $\left|\Phi^{+}\right\rangle$, there are small regions of values of ellipticity, for which Bell's inequality is violated. However, even if there are fewer values that maximize this case, this still verifies the form of the state given in Eq. 2.14.

## Chapter 3

## Experimental Realization

We seek to demonstrate that the probability of finding the photon-pair state of the SPDC in HIG modes, can really be tuned with the ellipticity parameter, and even more that it behaves as predicted by Eq. 2.15 and Eq. 2.16. We do this by experimentally measuring the contour lines as in figures 2.3, 2.4 and 2.6. In order to do that, we build a source of pairs of entangled photons by SPDC.

Once we have our source of photon pairs, we need to measure how many photons of the SPDC beam exist in this HIG states. To do this, first, we need to project the state into the HIG modes, we can do it by transforming all the photons that are in this spatial mode into Gaussian modes, this is easily done with a Spatial Light Modulator.

If the photons are in a Gaussian mode we can couple them into a Single mode fiber and count them, in a certain exposure time, the incoming photons that arrive within a coincidence window small enough to ensure that we are detecting photons from the same pair. This coincidence counts will provide us with the probability of the state, since this is proportional to the joint probabilities given by the square of the modulus of the corresponding coefficient in the state vector, in this case by Eq. 2.15 and Eq. 2.16.

Throughout this chapter, each part of the experimental process is described in detail, making special emphasis on how it is possible to perform the projection of the modes, in the state provided by the SPDC process, through the Spatial Light Modulator.

### 3.1 Spatial Light Modulation

It is possible to modify the amplitude, phase, or polarization of light waves at different points in space, this technique is called spatial light modulation and this is typically achieved using an optical device called a Spatial Light Modulator (SLM), which can control the optical properties of light by manipulating the transmission or reflection of light at various spatial points, so by using it, we can convert a Gaussian mode into another optical beam with a well defined complex amplitude such as Laguerre-Gauss, Hermite-Gauss and as the present case, the Helical Ince-Gauss modes. SLMs are widely used in many different applications, including microscopy [71], holography [72], optical communication [73], and optical computing [74].

One common type of SLM is based on liquid crystal technology. In this type of SLM, an array of liquid crystal pixels is right between two transparent electrodes. When a voltage is applied to an individual pixel, the liquid crystal molecules in that pixel reorient, which changes the phase of the light passing through it.

In the experiment, we use a HOLO EYE Pluto SLM with a $1920 \times 1080$ pixel display, with each pixel size of $8 \mu \mathrm{~m}$. This is connected to a computer via HDMI, so we display on it the phase pattern of an IG mode with a specific ellipticity. The display of the SLM reads the green channel of the computer images, and each specific value of the grey level of the display converts it into a phase difference, this relation between the phase and the grey scale was experimentally done in our group and it is showed in Fig. 3.1. With the experimental data we were able to fit the polynomial curve $f(x)=50.4+71.1 x+55.7 x^{2}+$ $3.13 x^{3}-23.4 x^{4}+5.75 x^{5}-2.22 x^{6}$ in order to facilitate the relationship between the desired hologram phase and the necessary grey level in the MATLAB code.

### 3.1.1 Projection in Ince-Gauss Modes

To measure a photon in a Helical Ince-Gauss mode, we need to transfer to it the opposite amount of OAM so its wavefront becomes a Gaussian mode, once the photon carries no OAM it is possible to couple it into a Single Mode Fiber (SMF) and only then we can count the incoming photons. To do this we use the method presented by Bentley et al. [75].

We can write the HIG given by Eq. 1.17 in terms of its amplitude and phase in cartesian coordinates as

$$
\begin{equation*}
H I G_{p, m}^{ \pm}(\vec{r}, \epsilon)=M(x, y) e^{i \phi(x, y)} \tag{3.1}
\end{equation*}
$$



Figure 3.1: Gamma Curve Characterization

To create the desired beam we take advantage of the hologram technique; here a interference pattern is computationally created with a reference Gaussian wave and our desired wave (HIG modes), this pattern is displayed in the SLM, so when illuminated by a Gaussian wave it is converted into the desired beam, and as was previously mentioned it works in reverse. This hologram can be easily created by adding to the mode phase a linear phase grating with a $d$ period

$$
\begin{equation*}
M(x, y) e^{i[\phi(x, y)+2 \pi x / d]} \tag{3.2}
\end{equation*}
$$

The total phase of Eq. 3.2 is the desired mask and to use it in the SLM we use the grey scale presented in Eq. 3.1. An example of this method for the mode $p=6, m=2$ is shown in Fig. 3.2.


Figure 3.2: Generation of helical Ince-Gaussian beams with a Spatial Light Modulator.

The position of these patterns must be well centered with respect to the incident beam, a miss-position of these masks cause undesirable projections of superposition modes, to
make sure it is well centered we use an image system with a CCD camera that allows us to see the SLM plane illuminated by the SPDC beam from where we can ensure that the mask and the beam are centered with each other.

It is possible to encode amplitude information in the SLM by modulating the phase pattern with $M(x, y)$, which allows not only to convert the phase of the Gaussian beam into the Helical Ince-Gauss distribution phase but the intensity pattern can be recreated. This works fine for classical beams, but as the power efficiency of the SLM to convert incident beams is around $20 \%$ and this percentage decreases when using this modulating method we cannot afford to lose any more photons from the SPDC beam, since it is already a very inefficient process, so we only use the grating method.

### 3.1.2 Bell test

In section 1.4.3 it was clarified that in order to confirm the entanglement of our system we can perform a Bell test, for this we proposed the idea of corroborating entanglement with a specific superposition of states that violate Bell's inequality. Thus to obtain the Eq. 1.51 parameter we need to evaluate Eq. 1.52 in four different pairs of angles, and each evaluation consists in measuring count rates at four distinct angles. So in order to obtain the Bell parameter for the SPDC state in a specific IG mode we need 16 coincidence counts measurements.

The process to find the parameter is as follows; first, we evaluate the correlation function in one pair of angles, for example, $\theta_{A}=173^{\circ}$ and $\theta_{B}=106^{\circ}$, for this, we need to project each photon in different superposition states which correspond to $\left|173^{\circ}\right\rangle_{A}$ and $\left|106^{\circ}\right\rangle_{B}$ and then measure the coincidence counts $C\left(173^{\circ}, 106^{\circ}\right)$, this states are depicted in Fig. 3.3 for the mode $p=6, m=2$.

We repeat the same procedure with a $\pi / 2$ displacement in each angle, getting so the other three coincidence counts $\left(C\left(263^{\circ}, 106^{\circ}\right), C\left(173^{\circ}, 196^{\circ}\right), C\left(263^{\circ}, 196^{\circ}\right)\right)$ necessary to obtain one evaluation in the correlation function $E\left(173^{\circ}, 106^{\circ}\right)$, given by Eq. 1.52.

### 3.2 Experimental Arrangement

Fig. 3.4 shows our experimental arrangement. The down-conversion source is a MOGlabs laser with an average output power of 30 mW at 405 nm . The laser beam is coupled to a single-mode fiber in order to select a $l_{p}=0$ as the OAM pumping index (this is not shown


Figure 3.3: Superposition modes $e^{i \theta} \operatorname{HIG}_{6,2}^{+}(\vec{r}, 4)+e^{-i \theta} H I G_{6,2}^{-}(\vec{r}, 4)$ to measure coincidence counts. The first row is put in the SLM for the $A$ photon, and the last row for the $B$ photon.
in the figure). To build a type-I collinear SPDC source the polarization of the pump beam must be parallel to the extraordinary axis of the non-linear crystal, this is controlled with a half-wave plate. The beam is focused inside the BBO crystal with a lens of $f_{0}=1000 \mathrm{~mm}$ , giving a beam waist at the crystal of $w_{0}=310 \mu \mathrm{~m}$. The BBO crystal dimensions are $8 \times 8 \times 2 \mathrm{~mm}^{3}$, its optical axis is $\theta_{p}=29.2^{\circ}$ with the surface, and the right incidence angle where the degenerate collinear emission is found can be calculated and estimated experimentally by tilting the optical axis of the crystal. Once the down-converted photons are generated, we get rid of the pump and the non-degenerate photons through a high-pass filter and a band-pass filter centered at 808 nm , with a width of $\Delta \lambda=10 \mathrm{~nm}$.

In order to perform photon counting, we need to measure how many photons with the desired spiral phase exists in the beam, to do this we use a Spatial Light Modulator. To improve the efficiency of the projection of a photon with a spiral phase it is necessary to increment the beam size on the Spatial Light Modulator, so the image of the crystal is mapped into a SLM with a magnifier telescope and since we work with the collinear case, we were able to separate the photon pair with a beam splitter right in the middle of this image system. We used a lens of $f_{1}=100 \mathrm{~mm}$ and a pair of lenses of $f_{2}=250 \mathrm{~mm}$.

The experiment requires modulating both photons with one SLM. This was achieved with the help of a knife edge mirror, since this allows us to put both photons on the SLM display


Figure 3.4: Experimental setup.
of small dimensions by directing each photon close to the edge of each face of the KEM with a small angle, this reflects the beam towards the SLM with the same angle, and so the desired diffraction order is recovered into the same face of the KEM with nearly the opposite angle, this diagram is depicted in Fig. 3.5.


Figure 3.5: Positioning of the KEM to make both photons fall on a single SLM.

After the photons have passed through the SLM its wavefront becomes a Gaussian mode and then are coupled into single-mode fibers, which are directly connected to avalanche photodiodes to count incoming photons and measure the coincidence count rates in a coincidence window set on 12 ns . To do this, it is necessary to reduce the incoming beam, because of the fiber's core size. This was done with a couple of demagnifier telescopes in each photon path, for this we used four lenses with $f_{3}=250 \mathrm{~mm}, f_{4}=100 \mathrm{~mm}$, $f_{5}=500 \mathrm{~mm}$ and $f_{6}=8 \mathrm{~mm}$.

## Chapter 4

## Results and Discussion

Several modes were measured to confirm the tunable probability given by Eq. 2.15 and Eq. 2.16, we show, in each section, the most suitable modes to show the properties given by the theoretical description. These measurements were taken as discussed in Chapter 3. We measure the coincidence detection of each mode with ellipticity steps of 0.5 from the 0 limit to 10 , with an exposure time of 10 s per measure and an average of 10 measurements per ellipticity value taken. In our experimental setup $\gamma=1.5$, so this value is used in all the theoretical descriptions that uses the coefficient $C_{n, n}^{l,-l}$ given by 1.42, as in chapter 2.

### 4.1 Probability detection of IG modes with distinct helicity

Modes with low $m$ values generate monotonous growth on the probability function Eq. 2.15 , with regard to the ellipticity dependence, while modes with high $m$ values generate monotonous decreases. We show the modes $p=9, m=5, p=13, m=7$ and $p=15, m=9$ for the detection probability given by the squared modulus of Eq. 2.15 in Fig. 4.1 a), b) and c). These modes were chosen to show our capability to find experimentally the maximum number of coincidence counts. Figures 4.1 d), e), and f) shows that the experimental results agree with the probability mode detection, specifically, on the range $\epsilon \in(1,10)$ for the $p=9, m=5$ mode. On the range $\epsilon \in(2,10)$ for the $p=13, m=7$ mode. On the range $\epsilon \in(3,10)$ for the $p=13, m=7$ mode. The experimental data finds its maximum value almost in the same values of the theoretical description. Table 4.1 shows the $\epsilon_{A B}$ value at which the maximum probability is reached for these modes.


Figure 4.1: Comparison of normalized probabilities ${ }_{B}\left\langle I_{p, m_{B}}^{+, \epsilon_{B}}\right|{ }_{A}\left\langle I_{p, m}^{-, \epsilon_{A}} \mid \Psi\right\rangle$ and the experimental data for different modes.

Table 4.1: Maximum ellipticity values for the different helicity case

| HIG Quantum <br> Numbers | $p=9, m=5$ | $p=13, m=7$ | $p=15, m=9$ |
| :---: | :---: | :---: | :---: |
| Theoretical $\epsilon_{A B}$ | 3.5 | 4.9 | 7.2 |
| Experimental $\epsilon_{A B}$ | 3.5 | 4.5 | 7.0 |

However, the measurements for low $\epsilon$ values does not match with the theoretical curves. A possible explanation for this is given by the theoretical description of OAM of Ince-Gauss modes given in section 1.2 .2 . With the objective to explain this let's take the example of measuring the state with the mode $p=13, m=7$. As explained in section 3.1.1, to measure a photon in a specific Helical Ince-Gauss mode, we transfer the opposite amount of Orbital Angular Momentum with the Spatial Light Modulator, in order to couple it into a Single Mode Fiber. So, for this mode and low ellipticity values, we need to transfer approximate OAM of 7 , but there are other HIG modes that also carry such OAM for this $\epsilon$ values, this is shown in Fig. 4.2 b ), from which the amount of OAM is almost
the same, for different modes. Qualitatively we can say that the interval where the HIG modes share nearly the same amount of OAM is from $\epsilon \rightarrow 0$ to $\epsilon \approx 2$, which is exactly the same interval from where the experimental data does not match with the theoretical description. This can be understood as when we are trying to project the SPDC state in a specific HIG mode with shared OAM with other modes, we are in fact projecting in a mixture of these modes, leading us to lower coincidence counts that the predicted by the theoretical description. This happens also experimentally in the $p=9, m=5$ case, where the interval of nearly the same OAM is from $\epsilon \rightarrow 0$ to $\epsilon \approx 1$, and also experimentally in the $p=15, m=9$ case, where the interval is from $\epsilon \rightarrow 0$ to $\epsilon \approx 3$.


Figure 4.2: Expectation value of OAM divided by $\hbar$, for helical Ince-Gauss mode in a single-photon number state. The experimental discrepancy line is placed at the beginning of the ellipticity range in which the experimental and theoretical data agree.

### 4.2 Probability detection of IG modes with equal helicity

To prove Eq. 2.16, we chose modes as in the earlier section. In order to test the theoretical and experimental capacity we focused on modes that have a maximum global value for the probability detection in our ellipticity interval. We show the modes $p=11, m=5$, $p=12, m=4$ and $p=15, m=7$ for the detection probability given by the squared modulus of Eq. 2.16 in Fig. 4.3 a), b) and c). Each contour line is fixed in the $\epsilon_{A}$ value that maximizes the probability detection for the given mode.

The values of these results seem more dispersed than in the earlier section, because, as we discuss in section 2.2, the probability of finding photons of the SPDC state in HIG modes with the same helicity is small, in contrast with the opposite case, which leads to smaller count rates in the experiment. Since the measurement of photons follows a Poisson distribution [76], then the smaller the count rate, the greater the error in the measurements. This may be the reason why the experimental data does not match the theoretical curve


Figure 4.3: Comparison of normalized probabilities ${ }_{B}\left\langle I_{p, m}^{+, \epsilon_{B}}\right|{ }_{A}\left\langle I_{p, m}^{+, \epsilon_{A}} \mid \Psi\right\rangle$ and the experimental data for different modes.

Table 4.2: Maximum ellipticity values for the same helicity case

| HIG Quantum <br> Numbers | $p=11, m=5$ | $p=12, m=4$ | $p=15, m=7$ |
| :---: | :---: | :---: | :---: |
| Theoretical $\epsilon_{B}$ | 7.5 | 5.8 | 8.1 |
| Experimental $\epsilon_{B}$ | 7.5 | 6.5 | 8.0 |

in some regions. Even up with that, Figures 4.3 d ), e), and f) demonstrate that the experimental and the theory have the same dependence as a function of ellipticity. The experimental data finds its maximum value almost in the same values of the theoretical description. Table 4.2 , shows the $\epsilon_{B}$ value at which the maximum probability is reached for these modes.

### 4.3 Bell-test

In order to prove the form of the state given by Eq. 2.14 we need to confirm the entanglement of the state with the proposed Bell test explained in sections 3.1.1 and 3.1.2. We perform these tests with the modes presented in the earlier sections.

In Fig. 4.4 it is shown the $S$ function given by Eq. 1.51, computed with the joint probability given by Eq. 2.24, at the angles $\theta_{A}=0^{\circ}, \theta_{B}=22.5^{\circ}, \theta_{A}^{\prime}=45^{\circ}, \theta_{B}^{\prime}=67.5^{\circ}$, in order to maximize the Bell parameter of the $\left|\Psi^{+}\right\rangle$state. For the quantum numbers $p=9, m=5$, the ellipticities $\epsilon_{A B}=3.5$ were used. For $p=13, m=7$, we used $\epsilon_{A B}=5$. And lastly, for $p=15, m=9$, we used the ellipticities $\epsilon_{A B}=7$. These ellipticity values are shown as purple dots in Fig 4.4. Table 4.3 shows the measured values of $S$ for this cases.


Figure 4.4: $S$ value as a function of $\epsilon_{A}$ and $\epsilon_{A}$ for distinct modes, on angles that maximize the violation of the $\left|\Psi^{+}\right\rangle$. The red transparent plane is placed in $S=2$. The purple dot represents the $\epsilon_{A}$ and $\epsilon_{B}$ values in which the test was experimentally made.

Table 4.3: Different entangled HIG Bell states $\left|\Psi^{+}\right\rangle$and the associated measured value of S .

| HIG State | $S$ Exp. | Violation by $\sigma$ |
| :---: | :---: | :---: |
| $p=9, m=5, \epsilon_{A, B}=3.5$ | $2.56 \pm 0.06$ | 9 |
| $p=13, m=7, \epsilon_{A, B}=5$ | $2.30 \pm 0.07$ | 4 |
| $p=15, m=9, \epsilon_{A, B}=7$ | $2.33 \pm 0.09$ | 4 |

As it is seen, most of the ellipticity values around the diagonal $\epsilon_{A}=\epsilon_{B}$, violates the Bell inequality. The experimental values of $S$, shows values greater than 2 , which confirms the entanglement of the state. However none of these values is close to its theorized value $2 \sqrt{2}$. This is quite common for Bell measurements in entangled spatial modes $[14,26,61$,

62], and could be due to several reasons; first this can be attributed to the presence of noise, imperfections, or technical constraints in the experimental setup, which can limit the degree of violation that can be achieved. These factors can introduce additional correlations or decrease the observed violation. A way to get rid of this noise detection should be by performing precise quantum state tomography [68, 69].

In Fig. 4.5 it is shown the $S$ function given by Eq. 1.51, computed with the joint probability given by Eq. 2.24, at the angles $\theta_{A}=90^{\circ}, \theta_{B}=22.5^{\circ}, \theta_{A}^{\prime}=45^{\circ}, \theta_{B}^{\prime}=67.5^{\circ}$, in order to maximize the Bell parameter of the $\left|\Phi^{+}\right\rangle$state. For the quantum numbers $p=11, m=5$, the ellipticities $\epsilon_{A}=1$ and $\epsilon_{B}=7.5$ were used. For $p=12, m=4$, we used $\epsilon_{A}=0.5$ and $\epsilon_{B}=5.5$. And lastly, for $p=15, m=7$, we used the ellipticities $\epsilon_{A}=2.2$ and $\epsilon_{B}=8$. These ellipticity values are shown as purple dots in Fig 4.5. Table 4.4 shows the measured values of $S$ for this cases.


Figure 4.5: $S$ value as a function of $\epsilon_{A}$ and $\epsilon_{A}$ for distinct modes, on angles that maximize the violation of the $\left|\Phi^{+}\right\rangle$. The red transparent plane is placed in $S=2$. The purple dot represents the $\epsilon_{A}$ and $\epsilon_{B}$ values in which the test was experimentally made.

Table 4.4: Different entangled HIG Bell states $\left|\Phi^{+}\right\rangle$and the associated measured value of S .

| HIG State | $S$ Exp. | Violation by $\sigma$ |
| :---: | :---: | :---: |
| $p=11, m=5, \epsilon_{A}=1, \epsilon_{B}=7.5$ | $2.43 \pm 0.07$ | 6 |
| $p=12, m=4, \epsilon_{A}=0.5, \epsilon_{B}=5.5$ | $2.29 \pm 0.09$ | 3 |
| $p=15, m=7, \epsilon_{A}=2.2, \epsilon_{B}=8$ | $2.21 \pm 0.08$ | 3 |

Compared to the previous case, the regions for values of ellipticity, which violates the Bell inequality, are very limited. Even up with that, we were able to violate the Bell inequality experimentally, as the experimental values of $S$, shows values greater than 2 ,
which confirms the entanglement of the state. Once again, none of these values is close to its theorized value $2 \sqrt{2}$, but the solution to that might be the same as the earlier case.

These results confirm the entanglement and so the Spontaneous Parametric Down-Conversion entangled state represented in Helical Ince-Gauss modes given by Eq. 2.14.

## Chapter 5

## Conclusions and Future Work

In this thesis, we have explored two photon state, in the terms of Helical Ince-Gaussian basis. Our primary objective was to investigate the description and characterization of the entangled state, given by the Spontaneous Parametric Down-Conversion process, in the Helical Ince-Gauss basis.

By making a change of basis of the photon-pair entangled state, given by SPDC, to Helical the Ince-Gauss basis, we were able to demonstrate, both theoretically and experimentally, how it is possible to tune the probability of finding both down converted photons in Helical Ince-Gauss spatial modes, by tuning the ellipticity parameter of the modes. Even more, we have demonstrated that the entangled state, described in Helical Ince-Gauss modes, is a pair of tunable HIG Bell states, since we are able to change from one symmetric HIG Bell state to another, by only tuning the ellipticity of the modes.

Carrying out Bell tests, in which Bell inequalities were violated, we have experimentally confirmed the entanglement of the state.

This description is useful, as the nowadays quantum protocols require higher-order modes; specifically it can be applied to quantum key distribution protocols, by fixing the ellipticity of the HIG basis in which there is a maximum probability of the state, thus having a useful high-dimensional system, which does not happen in other bases.

In this thesis we have confirmed the entanglement given by these modes, but in order to go any further with this, it is needed to quantify it. By performing precise quantum tomography, for a higher dimension state, as is the current case, it is possible reconstruct the density matrix and quantify the entanglement of the state by calculating quantities like concurrence, the linear entropy, fidelity, to name a few.

## Appendix A

## MATLAB Codes

In this appendix, the used MATLAB codes to build IG modes are shown. All the subsections are divided into functions. Most of the names of the variables used for these codes correspond to the true name of the quantum numbers of the spatial modes $(p, m, l, n)$, except for ellipticity $\epsilon$ that is called as $q$ and $\sigma$ that is parity.

## A. 1 Code to calculate $A_{\left(l+\delta_{\sigma 0}\right) / 2}^{\sigma}(\epsilon)$

To build IG modes we use 1.16. So first we calculate the Fourier coefficients of the Ince polynomial, by finding the eigenvalues and coefficients, by using tridiagonal matrices from the recurrence relations as the approach of Bandres et al. [28, 77]. For the even case $(\sigma=e):$

```
function [A,n]=AInce(p,m,q, normalization)
%% Check Input
if nargin==4; normalization=0; end; %
if (m<0)||(m>p); error('ERROR: Wrong range for "m", 0<=m<=p'); end;
if ( }-1\mp@subsup{)}{}{\wedge}(m-p)~=1; error('ERROR: (p,m) must have the same parity, i.e., ( - 1)^ (m-p)
    =1'); end;
%% Calculate the Coefficients
if mod}(\textrm{p},2)==
    % p even
    j=p/2; N=j+1; n=m/2+1;
    % Matrix
```



```
    M=diag(q*(j+(1:N-1)),1) + diag ([2*q*j,q*(j-(1:N-2))],-1) + diag ([0,4*((0:N-2)
    +1).^2]);
    if p==0;M=0; end;
    % Eigenvalues and Eigenvectors
    [A, ets]= eig(M);
    ets=diag(ets);
    [ets,index]= sort(ets);
    A=A(:, index);
    % Normalization
    if normalization==0;
        N2=2*A(1,n).^2+\operatorname{sum}(\textrm{A}(2:\textrm{N},\textrm{n}).^ \ 2);
        NS=sign(\operatorname{sum}(A(:,n)));
        A=A/sqrt(N2)*NS;
    else
        mv=(2:2:p).';
```



```
    /2+1) ).*A(2:p/2+1,n)).^2 ));
        NS=sign(\operatorname{sum}(A(:, n)));
        A=A/N2*NS;
    end
else
    % p odd
    j=(p-1)/2; N=j+1; n=(m+1) / 2;
    % Matrix
    M=diag}(\textrm{q}/2*(\textrm{p}+(2*(0:N-2)+3)),1)+\operatorname{diag}(\textrm{q}/2*(\textrm{p}-(2*(1:N-1)-1)),-1)+\operatorname{diag}([q/2+p*
    /2+1,(2*(1:N-1)+1).^ 2]);
    % Eigenvalues and Eigenvectors
    [A, ets]= eig(M);
    ets=diag(ets);
    [ets,index]= sort(ets);
    A=A(:,index);
    % Normalization
    if normalization==0;
        N2=sum(A(:, n).^ 2);
        NS=sign (\operatorname{sum}(A(:, n) ));
        A=A/sqrt(N2)*NS;
    else
        mv=(1:2:p).';
        N2=sqrt(sum( ( sqrt (gamma ((p+mv) / 2+1) .*gamma ((p-mv)/2+1) ).*A(:,n)).^2 ));
        NS=sign(\operatorname{sum}(A(:,n)));
        A=A/N2*NS;
    end
end
4
```

For the odd case $(\sigma=o)$ :

```
function [A, n]= BInce(p,m,q, normalization)
%% Check Input
if nargin==4; normalization=0; end; %
if (m<1)||(m>p); error('ERROR: Wrong range for "m", 1<=m<=p'); end;
if ( }-1\mp@subsup{)}{}{\wedge}(m-p)~=1; error('ERROR: (p,m) must have the same parity, i.e., ( - 1)^ (m-p)
    =1'); end;
%% Calculate the Coefficients
if mod}(\textrm{p},2)==
    % p even
    j=p/2; N=j+1; n=m/2;
    % Matrix
    M=diag(q*(j+(2:N-1)),1)+\operatorname{diag}(q*(j-(1:N-2)),-1)+\operatorname{diag}(4*((0:N-2)+1).^2);
    % Eigenvalues and Eigenvectors
    [A, ets]= eig(M);
    ets=diag(ets);
    [ets,index]= sort(ets);
    A=A(:, index);
    % Normalization
    r=1:N-1;
    if normalization = = 0;
        N2=sum(A (:, n) .^ 2);
        NS=sign(\operatorname{sum}(r.*transpose(A(:, n))));
        A=A/sqrt(N2)}*NS
    else
            mv=(2:2:p).';
            N2=sqrt(sum((sqrt (gamma ((p+mv)/2+1).*gamma((p-mv)/2+1) ).*A(:, n)).^2 ));
            NS=sign(sum(r.*A(:,n)'));
            A=A/N2*NS;
    end
else
    % p odd
    j=(p-1)/2; N=j +1; n=(m+1)/2;
    % Matrix
    M=diag(q/2*(p+(2*(0:N-2)+3)),1)+\operatorname{diag}(\textrm{q}/2*(\textrm{p}-(2*(1:N-1)-1)),-1)+\operatorname{diag}([-q/2-p*q
    /2+1,(2*(1:N-1)+1).^ 2]);
    % Eigenvalues and Eigenvectors
    [A, ets]= eig(M);
    ets=diag(ets);
    [ets,index]=sort(ets);
```

```
    A=A(:,index);
    % Normalization
    r=2*(0:N-1)+1;
    if normalization = = 0;
        N2=sum(A(:, n).^ 2);
        NS=sign(sum(r.* transpose(A(:, n) )) );
        A=A/sqrt(N2)*NS;
    else
    mv=(1:2:p).';
        N2=sqrt(sum( ( sqrt (gamma ((p+mv)/2+1).*gamma((p-mv)/2+1) ).*A(:,n)).^2 ));
        NS=sign(sum(r.*A(:, n)'));
        A=A/N2*NS;
    end
end
return
```


## A. 2 Code to calculate $D_{l_{n}}^{\sigma}(\epsilon)$

First we calculate the coefficients without normalization:

```
function [D0]= DInce(p,m,q,n,l, parity)
%%%
%parity=0 even, =1 odd
normalization =0;
if parity==0 %even
    [A,ra]=AInce(p,m,q, normalization);
    D0=((-1)^ (n+l +(p+m)/2)) *(sqrt (2* factorial (n+l ) * factorial (n) ) ) *A(floor ((l)/2) +1,
    ra);
else %odd
    if l==0
        D0=0;
    else
        [B,rb]=BInce(p,m,q, normalization);
        D0 = ((-1)^ (n+l +(p+m)/2))*(sqrt (2*factorial (n+l) *factorial (n) ) ) *B(floor ((l+1)
    /2),rb);
    end
end
return
%%%
```

Then we found the normalization constant $\mathfrak{D}$, and then calculate the $D_{l_{n}}^{\sigma}(\epsilon)$ coefficients:

```
function D= Dnorm(p,m,q, ni, li, parity)
v_par = [];
v_impar = [];
indicesl=[];
indicesn=[];
%parity=0 even, =1 odd
for l = 0:p
    for n=0:p
        if p==2*n+l
            v_par = [v_par, DInce(p,m,q,n,l,0)];
            v_impar = [v_impar, DInce(p,m,q,n,l,1)];
            indicesl=[indicesl, l];
            indicesn=[indicesn, n];
        end
    end
end
Dn1p=sum(v_par.^2,' all');
Dnp=1/sqrt(Dn1p);
De_0=v_par . *Dnp;
Dn1i=sum(v_impar.^2,' all');
Dni=1/sqrt(Dn1i);
Do_0=v_impar.*Dni;
Do = [Do_0(:), indicesn(:), indicesl (:)];
De=[De_0(:), indicesn(:), indicesl (:)];
S=0;
[max, equis]=size(Do);
for i =1:max
    if Do(i, 2)=ni
            if Do(i,3)=li
                if parity==1
                    D=Do(i , 1);
                else
                    D=De(i , 1);
                end
            end
    end
end
return
```


## A. 3 Code to construct Helical Ince-Gauss modes

We construct the HIG modes with the even and odd IG modes, which are a superposition of even and odd LG modes. So first we construct even and odd LG 1.11:

```
function LGe=LGeven(l,n,w,x,y)
r=sqrt(x.^2+y.^2);
theta=atan2(y,x);
LGP=laguerre(n, abs(l) ,(2*r.^2/w^2));
LGe=(((4*factorial (n) )/(pi*factorial (n+l)) )^(1/2))*(1/w)*\operatorname{cos}(theta.*l).*(r.*(2)
    ^(1/2)/w) .^ l . *LGP.*exp(-r .^2/w^2);
return
```

```
function LGo=LGodd(l, n,w, x, y)
r=sqrt(x.^2+y.^2);
theta=atan2(y,x);
LGP=laguerre(n, abs(l) ,(2*r.^2/w^2));
LGo=(((4*factorial (n) )/(pi*factorial (n+l)) )^(1/2))*(1/w)*sin(theta.*l).*(r.*(2)
    ^(1/2)/w).^ l .*LGP.*exp(-r.^2/w^2);
return
```

Where we have used a more efficient Laguerre function than the one offered by the MATLAB for default:

```
function y=laguerre(p,l,x)
y=zeros(p+1,1);
if p==0
    y=1;
else
for m=0:p
    y(p+1-m)=((-1).^m.*(factorial (p+l)))./(factorial (p-m).* factorial (l fm) .*
    factorial(m));
end
end
y=polyval(y,x);
end
```

Now we build the even and odd IG modes 1.15 with the earlier calculated coefficients $D_{l n}^{\sigma}(\epsilon):$

```
function IGe=IGeven(p,m,q,w, x,y)
IGe= 0;
```

```
for l = 0:p
    for n=0:p
        if p==2*n+l
            LGe=LGeven(l, n, w, x , y );
            if max(LGe,[]," all")==0
                IGe= IGe+Dnorm(p,m,q,n, l, 0) .*LGe;
            else
                IGe= IGe+Dnorm(p,m,q,n,l,0).*LGe;
            end
        end
    end
end
return
```

```
function IGo=IGodd(p,m,q,w,x,y)
IGo= 0;
for l = 0:p
    for n=0:p
        if p==2*n+l
            LGo=LGodd(l, n,w, x , y) ;
            if max(LGo,[]," all")==0
                    IGo= IGo+Dnorm(p,m, q, n, l, 1).*LGo;
            else
                    IGo}=\operatorname{IGo}+\operatorname{Dnorm}(\textrm{p},\textrm{m},\textrm{q},\textrm{n},\textrm{l},1).*\mathrm{ LGo;
            end
        end
    end
end
return
```

Finally, we can construct the Helical Ince-Gauss modes as 1.17:

```
function IGH=IGH(p,m,q,w, sign, x, y)
%sign=0 positive, so: (IGe+1i.*IGo)/sqrt(2)
%sign=1 negative, so: (IGe-1i.*IGo)/sqrt(2)
IGe=IGeven (p,m,q,w, x, y);
IGo=IGodd (p,m,q,w, x, y);
if sign==0
    IGH=(IGe+1i .*IGo)/sqrt (2);
else
    IGH=(IGe-1i .*IGo)/sqrt(2);
end
return
```
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