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ABSTRACT 

This thesis presents three different optical systems for digital tridimensional 

reconstruction of objects using the displacement of light lines technique. System 1: 3D 

scanning of objects was carried out through the projection of one light line with profiles 

of type Gaussian, triangular and sinusoidal. Appropriate algorithms were implemented 

for each type of light line profile. The efficiency of each profile was evaluated in terms 

of precision and processing time. System 2: 3D scanning of objects by projection of three 

color lines (red, green and blue) with a Gaussian profile. Color lines simultaneously scan 

different zones of the object with the purpose of optimizing the capture time and the 

number of stored images, compared to the projection of one light line. System 3: 3D 

scanning of objects by color structured multi-line projection with Gaussian profile was 

proposed. The technique consists of projecting a set of gratings with equidistant parallel 

lines of color red, green, and blue on the object to be reconstructed. The displacement of 

the color lines is obtained through image processing by skeletonization in the R, G, and 

B color channels. The displacements of the color lines of each grating are combined to 

obtain the complete shape of the object.  

The results suggest the use of light projection with Gaussian profile to obtain more 

accuracy in the topography measurement, and the use of light with triangular profile to 

considerably improve the processing time and to obtain fast results. The criteria for 

choosing the proposals given in this thesis for scanning objects will depend on the 

complexity of the surface of the object and the requirements of the application, in case a 

high precision or speed of measurement is needed in the scanning. Illustrative examples 

of the obtainable experimental results are presented and discussed. 
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INTRODUCTION 

Depending on the need of the application, different scanning techniques based on 

the projection of structured light have been developed. Nowadays, the most popular 

structured light techniques are based on phase detection of a fringes pattern and in the 

calculation of the displacement of the light lines by extraction of the skeleton. Techniques 

based on phase detection include the Fourier transform profilometry (FTP) and phase-

shifting profilometry (PSP), both may require complex algorithms to obtain the 

unwrapped phase. On the other hand, there are techniques based on the calculation of the 

displacement of the light lines include laser line projection (LLP) and multi-line 

structured light (MLSL) which require skeletonization algorithms of light lines. 

The FTP is a technique simple of full-field and single-shot. This method of 

scanning requires only one image of the deformed fringe pattern to get the surface of the 

measured object, so it has an obvious advantage to obtain the dimensions of objects in 

real-time, so it can be applied on dynamic objects [1-5]. In this technique, it must be 

ensured, in the frequency space, that the fundamental component does not overlap the 

zero component and other higher order spectra. For this reason, that it is necessary to 

project a pattern of fringes with a high spatial frequency, this practice increases 

considerably the probability that the algorithms of phase unwrapped will fail. In general, 

this technique fails when measurements of complex surface geometry are made or if there 

are abrupt geometric discontinuities in the scene. 

The PSP technique is also full-field that can obtain the 3D shape of objects with a 

higher resolution than the FTP technique [6-11]. However, this technique has limited 

applications in measuring the shapes of moving objects or deformable objects because it 

requires the processing of a minimum of three images. A new source of error is introduced 

if the phase step is carried out by a piezoelectric due to the non-linear response of this 

device [12, 13]; however, this phase step error is negligible by using a multimedia 

projector. Like the FTP technique, it is necessary to implement complex algorithms of 

phase unwrapping which are susceptible to failure if the height variations of the object 

are abrupt.    

The LLP technique scans objects through of displacement (or deformation) that 

suffers the projected line on the surface of the object [14-16]. Its application is limited to 
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static objects only. The main advantage of this technique is that it is not necessary to 

implement complex algorithms of phase unwrapping, there is no problem of ambiguity 

of the line, it is highly robust when processing images of lines with large discontinuities, 

and has a greater ability to obtain 3D shapes of objects with complex surfaces. Therefore, 

this technique can solve the limitations of the FTP and PSP techniques, when it is desired 

to get the 3D shape of static objects; however, the paid price is the storage and processing 

of a large number of images, and consequently a larger processing time. Regarding the 

mechanical implementation, the LLP technique requires linear translation systems to 

move the light line onto the entire surface of the object, a cylindrical lens to extend the 

laser light in a continuous line, and some cases it is necessary to mount a filter on the 

camera lens to eliminate ambient light and improve the signal-to-noise ratio [17]. These 

elements hinder the mechanical implementation of the technique in industrial 

environments [18-20]. Regarding the projected light, this cannot easily modify its 

characteristics such as intensity, width, and profile because this is limited by the laser 

properties and the cylindrical lens. Additionally, the speckle pattern generated by the laser 

is one of the most important factors that deteriorate the images of the light line and 

consequently on the measurements of the object dimensions [18, 21-24]. There are robust 

techniques to reduce the speckle pattern noise in the images of the light lines; however, 

their implementation requires digital filters and a greater number of computational 

operations, which reduces the performance of the technique in terms of processing time 

[22, 24]. 

The MLSL technique scans objects by projection of multi-line structured light 

[25-30]. Although it does not need complex phase unwrapping algorithms either, and can 

get the 3D shape of moving objects or deformable objects; however, its main limitation 

is its low resolution [25, 31]. Some authors use interpolation methods to increase the 

resolution of the technique; obviously, these methods fail if the object has a high texture 

on its surface. When trying to increase the number of projected lines in order to increase 

resolution, the problem of indexing of the lines must be solved [27-29, 32] otherwise it 

will be impossible to obtain the 3D shape of the object. It is possible to use a laser light 

source to generate the multi-lines of light [31, 33, 34]; however, the implementation of 

the optical system loses simplicity regarding the use of the multimedia projector. On the 

other hand, there are to deal with the noise of the speckle pattern generated by the laser, 

which is one of the most important factors that directly affect the measurements of the 
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object dimensions. Due to this technique works by the grouping of the distorted lines, the 

grouping algorithms fail large discontinuities caused by abrupt variations in the object 

height. In addition, the color of the surface reduces the effectiveness of the segmentation 

of the light lines. The use of this technique is only limited to the reconstruction of objects 

with smooth surface, with some symmetry, and that do not have contrasting colors. 

All optical techniques with structured light projection are promising but not 

perfect. The criteria to judge whether an optical technique is good depends specifically 

on the application. In this thesis, we present the results of three proposals for the 3D 

digitization of objects through the projection of structured light. 

We propose the projection of white light profiles for scanning objects. Our 

proposal includes the projection of three types of light profiles (Gaussian, triangular and 

sinusoidal), as well as the algorithms necessary to obtain the 3D shape with each of them. 

We analyze each light profile with its respective algorithm in terms of accuracy and 

processing time for the reconstruction of a test object. We use a multimedia projector as 

a light source, instead of a laser light source, which allows to project a line of white light 

generated digitally. The projected light line is move in steps of one pixel across the entire 

surface of the object, and whose step length will depend on the resolution of the 

multimedia projector. In addition, since the light line is generated digitally, the width, 

intensity, and profile of the light can be easily varied and not be limited only to the 

Gaussian profile of the laser light. Using the multimedia projector will facilitate the 

mechanical implementation of the optical system because the linear translation system is 

dispensed with. The main advantage of using the multimedia projector is that the 

projected light is free of speckle pattern noise which is the most important cause in the 

loss of accuracy of the LLP technique [21, 23, 24]. 

Also, we will extend the study of our previous work [16], where we used a white 

light line with different profiles to optimize accuracy and processing time for the 

reconstruction of the 3D shape. We propose the 3D scanning of objects using the 

simultaneous projection of three color lines (red, green, and blue) with Gaussian profile. 

These lines scan spatially different zones of the test object simultaneously with the 

purpose of optimizing the capture time and the number of stored images, compared to 

projection one light line. To carry out our proposal, we will take advantage of the RGB 

color channels of the CCD camera and segment each color line with its respective color 
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channel. In this way, each line will be able to independently reconstruct, in each color 

channel, different zones of the object simultaneously, then these reconstructed zones will 

be assembled to obtain the complete 3D shape of the object. Furthermore, since the 

projected lines are of the Gaussian type, we will carry out the skeletonization process of 

the projected lines by implementing the Bezier polynomial method combined with the 

bisection method. These skeletonization methods allow to obtain better results of the 3D 

reconstruction in terms of precision and processing time [14, 16]. Although this proposal 

is limited to the application of static objects, it allows us to reconstruct objects with high 

pixel density and also lacks the ambiguity problem, which allows scanning objects with 

large measuring depths. 

Finally, we propose obtaining the 3D shape of objects through scanning by color 

structured multi-line projection with Gaussian profile. The 3D shape is obtained by 

measuring the displacements of each light line caused by a test object. Processing of 

images is carried out in each color channel R, G, and B, and aims to recognize light lines 

through the processes of segmentation, grouping and skeletonization that we propose. 

Regarding segmentation, we propose filter the images in the frequency space by 

designing a Butterworth filter, and then carry out the binarization procedure by 

thresholding [35]. To reduce the number of broken fringes, we propose the use of the 

morphological operation of dilation [36] on the images. In respect of grouping and 

skeletonization, both procedures are carried out iteratively one after the other for each 

line and on each color channel. We propose a simple algorithm based on the areas of the 

line segments of the captured images. Detecting the line segments that belong to one line 

allows us to group them and later obtain the skeleton positions of the line in question. The 

displacements of the lines skeleton that scan an object are obtained with respect to a 

reference plane. By means of the displacements, the three-dimensional measurements of 

objects are obtained previous calibration process which is based on reference [10]. The 

results show that the object is reconstructed with a high resolution, and the proposal has 

the merit of capturing images in a significantly faster time compared to the technique of 

projection of one light line.  

It is important to highlight that the innovative use of different methods based on 

structured light projection proposed in this thesis will allow expanding the range of 

possibilities in obtaining the 3D shape of objects. The criteria for choosing the different 

techniques of suitable structured light projection will depend on the application 
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requirements, either high accuracy of measurement or speed of it. It is important to 

highlight that this technique has a wide range of applications such as the digitization of 

cultural heritage, medicine and industry [20, 21, 37-42]. 

OBJETIVES  

General Objective 

To measure the 3D surface shape of objects by skeletonizing lines projected by a digital 

projector. 

Specific Objectives 

• To scan objects in 3D by projecting a line of white light by using Gaussian, triangular 

and sinusoidal profiles.  

• To implement the appropriate algorithms to get the skeleton of the lines with sub-

pixel accuracy for each type of profile.  

• To evaluate the performance of each projected light profile in terms of accuracy and 

processing time. 

• To obtain the 3D shape of an object by simultaneous scanning of three color lines 

(red, green, and blue). 

• To implement 3D scanning of objects by the projection of multiple structured lines in 

color. 

THESIS CONTENTS 

This thesis is organized in six chapters. Chapter 1 gives a general description of 

the best known optical techniques for 3D scanning objects by structured light projection, 

which are based on the detection of the phase of a sinusoidal fringes pattern, and on the 

direct calculation of the displacement of the projected light lines. Chapter 2 describes the 

algorithms to measure the displacement of the light lines, previously applying 

skeletonization processes based on the Bezier curves, linear regression and non-linear 

regression methods. Chapter 3 describes the experimental development of 3D object 

scanning by projecting one light line with Gaussian, triangular and sinusoidal profiles, 
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respectively. The efficiency of the use of light profiles in 3D scanning is evaluated in 

terms of accuracy and processing time. Chapter 4 extends the study of the previous 

chapter where we propose 3D scanning by projection of three color lines with Gaussian 

profile. The segmentation by color of the projected lines is described and the efficiency 

of the algorithms on objects that have a colored surface is shown. Chapter 5 describes 3D 

scanning of objects by color structured multi-line projection with Gaussian profile. The 

processes of segmentation by color, the grouping and skeletonization of the projected 

lines in each color channel are detailed. In addition, the calibration process to obtain the 

dimensions of the object in units of length is described. Finally, chapter 6 mentions the 

general conclusions and future works of this thesis. 
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1 CHAPTER 1: 3D SCANNING TECHNIQUES OF OBJECTS BY 

PROJECTION OF STRUCTURED LIGHT 

In this chapter, basic concepts on the optical techniques of 3D scanning of objects by 

structured light projection are described. The first part describes the 3D scanning 

technique based on detecting the phase of a cosine fringes pattern projected on the surface 

of an object. The relationship between the phase of the fringe pattern and the height of 

the object is shown. The FTP and PSP techniques, that allow obtaining the phase, are 

concisely described. In the second part, the 3D scanning technique based on the 

displacement of the line by extraction of the skeleton is described in a general way. The 

technique of projection of one laser light line (LLP) and the technique of projection of 

multi-line structured light (MLSL) are described. The relation between the displacement 

of the light lines and the height of the object is shown. Since the description of 

skeletonization algorithms are extensive and are the basis of this thesis work, the details 

of these algorithms will be treated in the next chapter.     

1.1 TECHNIQUE BASED ON PHASE DETECTION 

The technique consists of generating a sinusoidal fringe pattern and projecting it 

onto an object to be reconstructed. The scheme of a typical fringes projection system is 

shown in Fig. 1.1.(a) which consists of a projector, a camera, and a computer. The 

projector illuminates the objects with pre-designed fringes patterns, the camera captures 

the distorted fringes patterns due to the surface of the object, and the computer 

synchronizes both devices and performs image processing.  

According to Fig. 1.1.(b), which represents in a simple way the parallel-optical-

axes geometry proposed by Takeda and Kazuhiro [1], assuming a telecentric system, a 

fringe pattern is projected normal to the plane of the figure. The conjugate image (with 

period 𝑝) is formed by the projector lens on the reference plane. The camera and projector 

are located at the same distance 𝐷 from the reference plane. Due to the presence of the 

object, the fringe located at point 𝐴 on the reference plane impinges in point 𝑃 on the 

object. Therefore, the fringe in question, has been displaced from 𝐴 to 𝐵 on the reference 

plane; this displacement is represented by 𝑠(𝑥, 𝑦) . It is important to mention that 

depending on the height ℎ(𝑥, 𝑦) of the object, different displacements will occur for each 

point of the fringe pattern projected on the object, which are visually manifested as a 

distortion in the fringes. 
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When the fringes are projected on the reference plane (ℎ(𝑥, 𝑦) = 0), the image of 

the projected fringe pattern is observed by the camera as a regular fringe pattern, which 

can be expressed by: 

𝐼0(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦)cos [
2𝜋

𝑝
𝑥] 

 

(1.1) 

where (𝑥, 𝑦) denotes the points of the fringes pattern, 𝑎(𝑥, 𝑦) is the background light, 

𝑏(𝑥, 𝑦) is the intensity modulation and 𝑝 is the period of the fringe pattern. 

For an object with height variations ℎ(𝑥, 𝑦) placed on the reference plane, the 

phase of the deformed fringe pattern varies based on the displacement 𝑠(𝑥, 𝑦); now the 

captured image is mathematically defined as: 

Figure 1.1. (a) Typical fringe projection system. (b) Geometrical explanation 

for a point on the surface. 

(a) (b) 
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𝐼(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦)cos [
2𝜋

𝑝
(𝑥 + 𝑠(𝑥, 𝑦))]  

𝐼(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦)cos [
2𝜋

𝑝
𝑥 +

2𝜋

𝑝
𝑠(𝑥, 𝑦)] (1.2) 

or 

𝐼(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦)cos [
2𝜋

𝑝
𝑥 + ∅(𝑥, 𝑦)] (1.3) 

where ∅(𝑥, 𝑦)  is the phase modulation resulting from the object height distribution 

ℎ(𝑥, 𝑦). From Eqs. (1.2) and (1.3) the following expression is obtained: 

𝑠(𝑥, 𝑦) =
𝑝

2𝜋
∅(𝑥, 𝑦) (1.4) 

Furthermore, according to Fig. 1.1.(b), by triangulation it is obtained: 

ℎ(𝑥, 𝑦) =
𝐷𝑠(𝑥, 𝑦)

𝑑 + 𝑠(𝑥, 𝑦)
 (1.5) 

Finally, replacing Eq. (1.4) in Eq. (1.5), we obtain: 

ℎ(𝑥, 𝑦) =
𝐷𝑝∅(𝑥, 𝑦)

2𝜋𝑑 + 𝑝∅(𝑥, 𝑦)
 (1.6) 

Using Eq. (1.6) it is possible to obtain the height distribution of the object by calculating 

the phase distribution of the fringe pattern projected on the object. Although there are 

currently different techniques for phase extraction, the most widely used are the FTP 

technique [1-5] and PSP technique [6-11]. 

The FTP technique allows to obtain the shape of objects with a single image, so it 

can be applied to the scanning of moving objects. This method consists of expressing the 

intensity distribution of the fringes of the Eq. (1.3) to the complex form using the relation 

𝑐(𝑥, 𝑦) = (1/2)𝑏(𝑥, 𝑦)𝑒𝑥𝑝[𝑖∅(𝑥, 𝑦)] as: 
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𝐼(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑐(𝑥, 𝑦)𝑒𝑥𝑝(2𝜋𝑖𝑓0𝑥) + 𝑐∗(𝑥, 𝑦)𝑒𝑥𝑝(−2𝜋𝑖𝑓0𝑥) (1.7) 

where 𝑐∗ represents a complex conjugate of 𝑐, and 𝑓0 = 1/𝑝 is the spatial frequency of 

the fringe pattern (or carrier frequency). If the one-dimensional Fourier transform is 

performed in terms of the 𝑥-coordinate of Eq. (1.7), the spatial frequency spectrum along 

the axis is derived as: 

𝐹𝑇[𝐼(𝑥, 𝑦)] = 𝐴(𝑥, 𝑦) + 𝐶(𝑓 − 𝑓0, 𝑦) + 𝐶∗(𝑓 + 𝑓0, 𝑦) (1.8) 

where the capital letters denote the Fourier spectra and 𝑓 is the spatial frequency in the 

𝑥-direction.  

According to Fig. 1.2, if we select the carrier frequency 𝑓0 sufficiently greater than 

that of the spatial variations of 𝑎(𝑥, 𝑦) and 𝑏(𝑥, 𝑦), the principal spectra 𝐴, 𝐶 and 𝐶∗ can 

be easily separated. By applying sequential processing, which consists of the extraction 

of the component 𝐶(𝑓 − 𝑓0, 𝑦)  with a window filter, its spectrum shift to the zero 

frequency position, and the inverse of the Fourier transform of the modified signal, the 

components of the carrier frequency 𝑓0  are removed and only the desired component 

𝑐(𝑥, 𝑦) is demodulated [43]. The wrapped phase distribution ∅(𝑥, 𝑦) can be calculated by 

the arctangential relationship for the real and imaginary parts of 𝑐(𝑥, 𝑦): 

∅𝑤(𝑥, 𝑦) = 𝑡𝑎𝑛−1
𝐼𝑚[𝑐(𝑥, 𝑦)]

𝑅𝑒[𝑐(𝑥, 𝑦)]
 (1.9) 

where the superscript 𝑤 in ∅𝑤(𝑥, 𝑦) emphasizes that the values of phase are given in the 

interval (-π, π] rad due to the periodicity of the trigonometric functions. The calculation 

of the function ∅(𝑥, 𝑦) from its wrapped values ∅𝑤(𝑥, 𝑦) is a process known as phase 

unwrapping, denoted by: 

∅(𝑥, 𝑦) = 𝒲−1[∅𝑤(𝑥, 𝑦)] (1.10) 
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where 𝒲 is the wrapping operator. Several useful phase-unwrapping algorithms have 

been reported [44-46] to get the phase ∅𝑤(𝑥, 𝑦) of module 2𝜋.  

 

 

 

On the other hand, another of the methods usually used to obtain the phase ∅(𝑥, 𝑦) 

is the phase-shifting method by 𝑁-step. From Eq. (1.3), the mathematical representation 

of the sequential projection of a fringe pattern onto the surface of an object is denoted as 

[6]: 

𝐼𝑛(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦)cos [Φ(𝑥, 𝑦) + 𝛿𝑛] 

 

(1.11) 

where Φ(𝑥, 𝑦) = 2𝜋𝑓0𝑥 + ∅(𝑥, 𝑦), and 𝛿𝑛 is an additional phase term known as phase 

shift which is given by: 

𝛿𝑛 =
2𝜋(𝑛 − 1) 

𝑁
,      𝑛 = 1, 2, … , 𝑁      

(1.12) 

The function of wrapped phase Φ𝑤(𝑥, 𝑦) can be recovered from the following equation: 

Φ𝑤(𝑥, 𝑦) = 𝑡𝑎𝑛−1 [
∑ 𝐼𝑛(𝑥, 𝑦) sin 𝛿𝑛

𝑁
𝑛=1

∑ 𝐼𝑛(𝑥, 𝑦) cos 𝛿𝑛
𝑁
𝑛=1

]       (1.13) 

Figure 1.2. Filtering and shift in spectrum space. 
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Applying the phase unwrapping algorithms on the function Φ𝑤(𝑥, 𝑦), it is possible to 

calculate the function Φ(𝑥, 𝑦) which contains the information of ∅(𝑥, 𝑦). 

 

 

 

 

 

 

(a) (b) 

(a) (b) 

Figure 1.3. (a) Object to be reconstructed by the FTP method (Chilean coin). 

(b) Object reconstructed by the FTP method [48]. 

Figure 1.4. (a) Object to be reconstructed by the PSP method (leaf cuticle of 

deciduous Apple tree). (b) Object reconstructed by the PSP method [49]. 
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The appropriate choice of phase extraction method depends on the situation, e.g., 

if reconstruction of dynamic (or deformable) objects is required, the FTP technique is 

more appropriate, because it only requires one image. If not, the PSP technique should be 

preferred for its higher spatial resolution. In Fig. 1.3 and Fig. 1.4 the obtaining of the 3D 

shape of objects is observed by means of the FTP and PSP technique [47, 48], the 

resolution in both techniques is evident. 

Although the principle of scanning by projection of fringes is simple, in practice 

some considerations must be taken into account since they limit the implementation of 

this technique due to the fact that they introduce important sources of error. On many 

occasions, it is not possible to avoid noise in the images (for example, in industrial 

applications), and depending on the shape of the object it is usual that the captured fringes 

present long discontinuities, which leads to a reduction in the efficiency of the phase 

unwrapping algorithms and it is possible that they fail. Currently, the unwrapping of the 

phase is one of the most challenging and important problems of this technique. On the 

other hand, the non-linearity of the projector and the camera [49-52], and the divergence 

of the light do not allow to obtain having a fringe pattern with a constant period which 

results in a phase error and [53, 54], therefore, a measurement error. For this reason, some 

investigators avoid calculating the topography by phase unwrapping and prefer to directly 

locate the positions of the fringes [55, 56]. The aforementioned are some important 

considerations that in some applications cannot be corrected and consequently the 

scanning of the object cannot be carried out.   

1.2 TECHNIQUES BASED ON THE DISPLACEMENT OF THE LIGHT LINE 

The technique of projection of one laser light line (LLP) allows obtaining the 3D 

shape with high resolution and pixel density of static objects, translating the line of light 

over the entire surface of the object. The most important advantages of this technique are 

that it is not necessary to implement complex phase unwrapping algorithms, it is robust 

to non- linearity of the devices, there is no problem of ambiguity of the line [28, 57], it 

can deal with large discontinuities, has a great ability to obtain 3D shapes of objects with 
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complex surfaces; although the paid price is the storage and processing of a large number 

of images. 

The scheme of a typical light line projection system is shown in Fig. 1.5.(a) which 

consists of a light line source (it can be a laser or multimedia projector), a camera, and a 

computer. This technique projects a light line onto the surface of an object. The line 

suffers displacements in the perpendicular direction. A camera placed with an appropriate 

position and orientation observes the displacements of the light line from the surface. The 

object height data are obtained from these displacements. The displacements of a light 

line are measured by extracting the skeleton from its image through determining the 

position of the maximum intensity value in each column (or row, depending on the light 

line orientation), along the horizontal light line [16, 58-62].   

In Fig. 1.5.(b), the geometric scheme of the optical system is shown. The distances 

between the optical elements (multimedia projector and CCD camera) and the reference 

plane are shown in said figure, the reference plane is located on the 𝑥 − 𝑦 plane, and the 

data of the object heights regarding the reference plane are represented by ℎ(𝑥, 𝑦). When 

a ray of the light line is projected onto the object at point 𝑃, the ray onto the reference 

plane is displaced from A to B. In the same way, this displacement occurs at all points 

where the line of light was projected and is represented by 𝑠(𝑥, 𝑦). If the distances 𝐷 and 

𝑑 are known, and the displacements 𝑠(𝑥, 𝑦) are calculated in real units, then the height of 

the object along the light line is obtained by triangulation, using Eq. (1.5). 

 

Figure 1.5. (a) Typical projection system of one light line. (b) Geometry of the 

experimental arrangement of the scanning system by projection of a line of light. 

(a) (b) 
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On the other hand, it is also possible to obtain the 3D shape of objects by the 

projection of multi-line structured light (MLSL) whose light source could be generated 

by a multimedia projector or a laser source [26, 31, 34].  This technique is single shot; 

however, its main limitation is the low lateral resolution. For example, according to 

references [25, 26], the authors use a camera (Grasshopper3 GS3-U3-15S5C) which has 

a resolution of 1384x1032 pixels, to capture an image of the object with 60 horizontally 

projected lines of light, wasting 972 horizontal pixels, which is equivalent to 

approximately 94% of the image area of which information is unknown. Therefore, in the 

best case, only 6% of the 3D surface of the object can be reconstructed. Although the 

authors use interpolation methods to increase the resolution of the technique, these 

methods will inevitably fail if the object has a high texture on its surface. According to 

Fig. 1.6, for a telecentric geometry, the number of projected lines (𝐿) is limited by the 

following expression [27, 28]: 

𝐿 ≤
△ 𝑥

△ ℎ . tan (𝜃)
 (1.24) 

where 𝜃 is the triangulation angle and △ 𝑥 is the lateral width of the measurement field, 

and △ ℎ is the measurement depth. According to Eq. (1.14), it is possible to increase the 

projected lines, but the object height to be measured should be reduced; otherwise, you 

will have to deal with the problem of ambiguous line indexing, which makes the shape of 

Figure 1.6. The achievable number of lines 𝐿  depends on the 

triangulation angle 𝜃 and the unique measurement depth △ ℎ. 
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the object impossible to obtain. The only way to solve this problem is placing additional 

cameras to the optical system [27, 28]. 

Due to this technique works by the grouping of the distorted lines, it is very 

susceptible to failure when there are occlusions or large discontinuities caused by 

shadows or abrupt variations in the object height [25, 26, 63]. The grouping methods are 

specifically designed for different object shapes in specific positions, but when the object 

or its position is changed, the grouping methods inevitably fail again in most cases, and 

these have to be significantly modified. Therefore, even though the technique is single-

shot, this capacity may not really be exploited when you want to reconstruct dynamic 

objects. 

Finally, either for the LLP or MLSL technique, the calculation of the displacements 

of the light lines produced by the object with respect to a reference plane is carried out by 

processing the captured images. The objective is to obtain the skeleton of the light line 

by adjusting the intensity distribution of the pixels to a continuous function. This process 

makes it possible to obtain the positions of the skeleton of the light lines with sub-pixel 

accuracy. The displacements 𝑠(𝑥, 𝑦)  between the skeleton image of the light lines 

projected on an object, regarding the skeleton image of the same light lines projected on 

a reference plane is calculated, in a practical way, by the difference between both images. 

Since the displacements are calculated in units of pixels, it will be necessary to convert 

them to real units by determining the size of each pixel. The data obtained from the 

displacements of each skeleton are stored into an array memory what allows to obtain the 

complete surface shape of the object. 

In Fig. 1.7 a dental piece is shown and its reconstruction using the LLP technique 

[21], is evidenced a high lateral resolution. In Fig. 1.8, the reconstruction of an object by 

the MLSL method is shown [31] where the very low lateral resolution is evident so it was 

necessary to use interpolation methods. 

Currently, in the literature there are several algorithms to extract the skeleton of the 

light line with sub-pixel accuracy. The vast majority of algorithms for calculating the 

skeleton are based on the Gaussian profile of the laser light line. However, in this thesis 

work is proposed to generate the light lines by using a multimedia projector which allows 

modifying the profile of the projected lines and generating the appropriate algorithms for 

each type of profile. These algorithms are based on the Bezier curve method, linear 
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regression and nonlinear regression, depending on the projected light profile. The use of 

the light profile will depend on the application in case a shorter processing time or higher 

precision is required. Since the description of this algorithms are extensive, the details 

will be treated in the next chapter.     

 

 

 

 

 

 

Figure 1.7. (a) Object to be reconstructed by the LLP method. (b) Object 

reconstructed by the LLP method where a high density of pixels is observed 

in the reconstruction [21]. 

Figure 1.8. (a) Object to be reconstructed by the MLSL method. (b) Object 

reconstructed by the MLSL method. In the upper part, the reconstructed object is 

observed with very low resolution and in the lower part, the surface is shown the 

object which has been interpolated [31]. 

(a) (b) 

(a) (b) 
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1.3 CONCLUSIONS 

In this chapter the basic concepts of the techniques of 3D scanning of objects by 

structured light projection using the phase detection techniques of a fringe pattern and the 

detection technique of the movement of light lines were described. 

In the phase detection technique, the Fourier Transform profilometry (FTP) and the 

phase-shifting profilometry (PSP) were presented. The scanning principle of both 

methods is simple, however, in practice, important considerations must be taken into 

account which introduce critical errors in the calculation of the phase, and consequently 

in the measurement of the dimensions of the object. Some results reported in the 

bibliography were shown.  

On the other hand, with respect to the technique of displacement of one laser light 

line (LLP), the method of projection of one light line is robust to long discontinuities, 

however, its main disadvantage is the storage and processing of a large number of images. 

The projection method of multi-line structured light (MLSL) can obtain the shape of the 

object by a single image; however, its main disadvantage is the low resolution. Some 

results reported in the bibliography were shown. 

The description made in this chapter will allow the comparison of the proposal of our 

work, with respect to other 3D object scanning techniques.  
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2 CHAPTER 2: ALGORITHMS TO DETECT THE POSITION OF 

A LIGHT LINE IN AN IMAGE 

A multimedia projector allows digitally generate different profiles of light and 

projects them onto the surface of some object; therefore, to obtain the skeleton of the light 

line it is necessary to implement suitable algorithms to each profile. In the literature there 

are several algorithms to extract the skeleton of the light line with sub-pixel accuracy. 

Naidu and Fisher [58] reported a comparison of five algorithms, which are Gaussian 

approximation, center of mass, linear interpolation, parabolic estimator and Blais, and 

Rioux detectors. These algorithms can obtain the skeleton of the light line; however, the 

accuracy decreases if the light line does not have a uniform intensity distribution [18, 64]. 

This distribution can lose uniformity due to the shape of the object or when the light line 

is not perpendicular to the projected plane [65]. The gray-gravity method is widely 

applied due to its simple operation and fast calculation speed, but it is particularly 

sensitive to noise, resulting in lower accuracy [66, 67]. In reference [14], the algorithms 

based on the Gaussian approximation method, the least-squares, and Bezier curves are 

compared. The authors conclude that the algorithm based on Bezier curves, in terms of 

accuracy and processing time, it was more efficient. It is important to highlight that the 

algorithms mentioned above are based on the Gaussian profile of the laser line. 

We will now describe three algorithms to obtain the skeleton of a light line based 

on the projected profile. According to the optical system described in section 1.2 (see Fig. 

1.5.(a)), this captures one light line that extends along the rows of an image. The origin 

of the coordinates of the image is located in the pixel that is in the upper left position of 

the image. The pixels in the 𝑥-direction correspond to the columns and the pixels in the 

y-direction correspond to the rows of the image. The algorithms for obtaining the position 

of the maximum intensity value are applied in each one of column of the image. These 

algorithms are described below. 

2.1 THE BEZIER CURVES METHOD 

When the projection of a light line with a Gaussian profile is captured, it is 

convenient to adjust the intensity distribution of the pixels to a Bezier polynomial function 

[14]. 
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The Bezier curves method allows to generate a continuous polynomial function that 

fits a set of pixels distributed transversely over the light line of the image captured, and 

the bisection method allows to find iteratively the position of the maximum intensity 

value of the function with sub-pixel accuracy. In our case, the skeleton of the light line is 

obtained by calculating the positions of maximum intensity along each column of the 

image. The Bezier polynomial function is mathematically represented by two parametric 

equations which relate the position and intensity of a set of pixels (𝑥0, 𝑧0), (𝑥1, 𝑧1), … 

(𝑥𝑛, 𝑧𝑛). The two Bezier polynomial functions of 𝑛-degree are given by the following 

parametric equations: 

𝑥(𝑢) = ∑ (
𝑛
𝑖

) (1 − 𝑢)𝑛−𝑖𝑢𝑖𝑥𝑖 ,        0 ≤ 𝑢 ≤ 1

𝑛

𝑖=0

 (2.1) 

𝑧(𝑢) = ∑ (
𝑛
𝑖

) (1 − 𝑢)𝑛−𝑖𝑢𝑖𝑧𝑖,        0 ≤ 𝑢 ≤ 1

𝑛

𝑖=0

 (2.2) 

Eqs. (2.1) and (2.2) allow to obtain a continuous function for sets of (𝑛 + 1) 

pixels; however, due to trial and error tests, and based on references [14, 16], choosing a 

set of 12 pixels is adequate to get the skeleton of each of the light line. Therefore, for a 

set of 12 pixels, the explicit equation of (2.1) and (2.2) is given by: 

𝑥(𝑢) = (1 − 𝑢)11𝑥0 + 11(1 − 𝑢)10𝑢𝑥1 +  11(1 − 𝑢)10𝑢𝑥1 + 

55(1 − 𝑢)9𝑢2𝑥2 + 165(1 − 𝑢)8𝑢3𝑥3 + 330(1 − 𝑢)7𝑢4𝑥4 + 

462(1 − 𝑢)6𝑢5𝑥5 + 462(1 − 𝑢)5𝑢6𝑥6 + 330(1 − 𝑢)4𝑢7𝑥7 + 

165(1 − 𝑢)3𝑢8𝑥8 + 55(1 − 𝑢)2𝑢9𝑥9 + 11(1 − 𝑢)𝑢10𝑥10 + 

𝑢11𝑥11 ,                                                                             0 ≤ 𝑢 ≤ 1 

(2.3) 

 

𝑧(𝑢) = (1 − 𝑢)11𝑧0 + 11(1 − 𝑢)10𝑢𝑧1 +  11(1 − 𝑢)10𝑢𝑧1 + 

55(1 − 𝑢)9𝑢2𝑧2 + 165(1 − 𝑢)8𝑢3𝑧3 + 330(1 − 𝑢)7𝑢4𝑧4 + 

462(1 − 𝑢)6𝑢5𝑧5 + 462(1 − 𝑢)5𝑢6𝑧6 + 330(1 − 𝑢)4𝑢7𝑧7 + 

165(1 − 𝑢)3𝑢8𝑧8 + 55(1 − 𝑢)2𝑢9𝑧9 + 11(1 − 𝑢)𝑢10𝑧10 + 

𝑢11𝑧11 ,                                                                             0 ≤ 𝑢 ≤ 1 

(2.4) 
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Fig. 2.1 shows a set of pixels fitted to a Bezier function. Due to the way in which 

the intensity of the pixels is distributed in each column of the image, to extract the position 

of maximum intensity (𝑥∗) it is only necessary to calculate the value of 𝑢 when 𝑧′(𝑢) =

0. The mathematical expression of 𝑧′(𝑢) for a set of 𝑛 pixels is given by: 

𝑧′(𝑢) = ∑ (
𝑛
𝑖

) (1 − 𝑢)𝑛−𝑖−1𝑢𝑖−1(𝑖 − 𝑛𝑢)𝑧,        0 ≤ 𝑢 ≤ 1

𝑛

𝑖=0

 (2.5) 

For a set of 12 pixels, the explicit equation of (2.5) is given by: 

𝑧′(𝑢) = [−11(1 − 𝑢)10]𝑧0 + 11[(1 − 𝑢)9(1 − 11𝑢)]𝑧1 + 

55[(1 − 𝑢)8𝑢(2 − 11𝑢)]𝑧2 + 165[(1 − 𝑢)7𝑢2(3 − 11𝑢)]𝑧3 + 

330[(1 − 𝑢)6𝑢3(4 − 11𝑢)]𝑧4 + 462[(1 − 𝑢)5𝑢4(5 − 11𝑢)]𝑧5 + 

462[(1 − 𝑢)4𝑢5(6 − 11𝑢)]𝑧6 + 330[(1 − 𝑢)3𝑢6(7 − 11𝑢)]𝑧7 + 

165[(1 − 𝑢)2𝑢7(8 − 11𝑢)]𝑧8 + 55[(1 − 𝑢)𝑢8(9 − 11𝑢)]𝑧9 + 

11[𝑢9(10 − 11𝑢)]𝑧10 + 11𝑢10𝑧11 ,                           0 ≤ 𝑢 ≤ 1 

(2.6) 

 

To extract 𝑥∗ of a light line along columns, the bisection method proposed in 

references [14, 68] is implemented. For this algorithm, a pair of initial values are assigned. 

Since the function 𝑧(𝑢) is defined in the intervals 0 ≤ 𝑢 ≤ 1, then the assigned values 

are  𝑢𝑖 = 0 and 𝑢𝑠 = 1. The value 𝑢∗  is half-way between 𝑢𝑖  and 𝑢𝑠 , i.e., 𝑢∗ = (𝑢𝑖 +

Figure 2.1. Position of maximum intensity of a set of 

pixels fitted to a Bezier function. 
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𝑢𝑠)/2. Using the general Eq. (2.5) (or Eq (2.6), for the case of 12 pairs of points), if 𝑧′(𝑢) 

evaluated in 𝑢 = 𝑢∗  is positive, then 𝑢𝑖 = 𝑢∗ , else 𝑢𝑠 = 𝑢∗ . This calculation will be 

repeated until (𝑢𝑖 − 𝑢𝑠) ≈ 0. Finally, the value of 𝑢∗ is substituted in the general Eq. 

(2.1) (or Eq (2.3), for the case of 12 pairs of points) to find the position 𝑥∗ of the function 

𝑥(𝑢). 

2.2 LINEAR REGRESSION METHOD 

When the projection of a triangular profile light line is captured, it is possible to 

calculate the position of the maximum intensity value with sub-pixel accuracy by the 

linear regression method. Suppose that a set of n known data (𝑥𝑖, 𝑦𝑖) can be adjusted to a 

simple straight-line model [69] given by: 

𝑧(𝑥) = 𝑎 + 𝑚𝑥 (2.7) 

where 𝑚 is the slope of the 𝑧(𝑥) function, and 𝑎 is the intercept with the 𝑧 axis. The 

values of 𝑚 and 𝑎 are obtained by the following Eqs., respectively: 

𝑚 =
𝑛 ∑ 𝑥𝑖𝑧𝑖 −𝑛

𝑖=1 ∑ 𝑥𝑖
𝑛
𝑖=1 ∑ 𝑧𝑖

𝑛
𝑖=1

𝑛 ∑ 𝑥𝑖
2 − (∑ 𝑥𝑖

𝑛
𝑖=1 )2𝑛

𝑖=1

 (2.8) 

 

𝑎 =
𝑛 ∑ 𝑧𝑖 − 𝑚𝑛

𝑖=1 ∑ 𝑥𝑖
𝑛
𝑖=1

𝑛
 

(2.9) 

In this case, to extract 𝑥∗, the intensity distribution is fitted to two functions lines 

𝑧1(𝑥) and 𝑧2(𝑥), as shown in Fig. (2.2). This procedure is simple, 𝑧1(𝑥) and 𝑧2(𝑥) are 

define as: 

𝑧1(𝑥) = 𝑎1 + 𝑚1𝑥 (2.10) 
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𝑧2(𝑥) = 𝑎2 − 𝑚2𝑥 (2.11) 

where the values of 𝑚1 and 𝑚2 are obtained from Eq. (2.8), and the values of 𝑎1 and 𝑎2 

from Eq. (2.9). Hence, the values 𝑥∗ are determined by the point of intersection of the 

functions, i.e., when 𝑧1(𝑥) = 𝑧2(𝑥) evaluated in 𝑥 = 𝑥∗. 

𝑥∗ =
𝑎2 − 𝑎1

𝑚2 + 𝑚1
 (2.12) 

It is important to highlight that the values of 𝑥∗ are obtained directly by the linear 

regression method (Eq. (2.12)), and not by iterative methods, which allows to 

considerably reduce the computational load. 

2.3 NONLINEAR REGRESSION METHOD 

When the projection of a sinusoidal profile light line is captured, it is possible to 

calculate the position of the maximum intensity value with sub-pixel accuracy by the 

nonlinear regression method. 

Figure 2.2. Position of maximum intensity of a set of 

pixels fitted to two linear functions. 
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A detailed description for fitting a distribution of 𝑛  data pairs (𝑥𝑖, 𝑦𝑖) to a 

sinusoidal function, as shown in Fig. 2.3, is found in reference [70]. A sinusoidal function 

is expressed mathematically as: 

𝑧(𝑥) = 𝑎𝑠𝑖𝑛(𝑏𝑥 + 𝑐) + 𝑑 (2.13) 

where 𝑎, 𝑏, 𝑐 and 𝑑 are real constants. Fitting the values to a sine function brings the 

disadvantage that a nonlinear system of equations has to be solved to find the real 

constants, which increases the computational load critically. Using Newton's method, it 

is possible to find these constants iteratively. If it is defined that the real constants belong 

to a vector given by 𝜀 = [𝑎 𝑏 𝑐 𝑑]𝑇  (where [ . ]𝑇  denotes the transpose), then 

approximate values to ε are calculated by the following equation:  

𝜀𝑘+1 = 𝜀𝑘 +
𝐹(𝜀𝑘)

𝐽(𝜀𝑘)
;     𝑘 = 0, 1, 2, …  (2.14) 

 

where 𝐹(𝐹 ∈ 𝑀𝑛)  is the vector field;  𝐽(𝐽 ∈ 𝑀𝑛)  is the Jacobian; 𝜀𝑘(𝜀𝑘 ∈ 𝑀𝑛𝑥1)  are 

values close to the neighborhood of 𝑎, 𝑏, 𝑐 and 𝑑; and 𝜀𝑘+1(𝜀𝑘+1 ∈ 𝑀𝑛𝑥1) are the new 

values of 𝜀𝑘. Each term of Eq. (2.14) is expressed as: 

 

𝜀𝑘+1 = [

𝑎𝑘+1

𝑏𝑘+1
𝑐𝑘+1

𝑑𝑘+1

],    𝜀𝑘 = [

𝑎𝑘

𝑏𝑘
𝑐𝑘

𝑑𝑘

],  

 

𝐹 = [

𝐹11 𝐹12 𝐹13 𝐹14

𝐹21

𝐹31

𝐹41

𝐹22 𝐹23 𝐹24

𝐹32 𝐹33 𝐹34

𝐹42 𝐹43 𝐹44

], 

 

  𝐽 = [

𝐽11 𝐽12 𝐽13 𝐽14

𝐽21

𝐽31

𝐽41

𝐽22 𝐽23 𝐽24

𝐽32 𝐽33 𝐽34

𝐽42 𝐽43 𝐽44

] 

       

(2.15) 
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The details of the calculation of each element of the matrices 𝐹 and 𝐽 of the Eq. (2.15) is 

found in reference [70]. 

Newton's method initializes with the initial conditions, for 𝑘 = 0 , then 𝜀 =

[𝑎0 𝑏0 𝑐0 𝑑0]𝑇 , and the iterations ends when the condition 𝜀𝑘+1 − 𝜀𝑘 ≈ 0  is 

fulfilled, i.e., when the values of 𝑎𝑘+1, 𝑏𝑘+1, 𝑐𝑘+1 and 𝑑𝑘+1 are approximate to 𝑎, 𝑏, 𝑐 

and 𝑑, respectively. 

Fig. 2.3 shows a set of pixels fitted to a sinusoidal function. Due to the way in which 

the intensity of the pixels is distributed in each column of the image, to extract 𝑥∗, it is 

only necessary to calculate the value of 𝑥 when the first derivative is zero, i.e., when 

𝑧′(𝑥) = 0, where: 

𝑧′(𝑥) = 𝑎𝑏𝑐𝑜𝑠(𝑏𝑥 + 𝑐) (2.16) 

In this case, is also proposed the bisection method to find the value of 𝑥∗ iteratively. Since 

the function 𝑧(𝑥) is defined in the intervals 𝑥0 ≤ 𝑥 ≤ 𝑥𝑛, then the assigned values are 

𝑥𝑖 = 𝑥0  and 𝑥𝑠 = 𝑥𝑛 . The value 𝑥∗  is half-way between 𝑥𝑖  and 𝑥𝑠 , i.e., 𝑥∗ = (𝑥𝑖 +

𝑥𝑠)/2. Using the Eq. (2.16), if 𝑧′(𝑥) evaluated in 𝑥 = 𝑥∗ is positive, then 𝑥𝑖 = 𝑥∗, else 

𝑥𝑠 = 𝑥∗. This calculation will be repeated until (𝑥𝑖 − 𝑥𝑠) ≈ 0.  

 

 

 

 

Figure 2.3. Position of maximum intensity of a set of 

pixels fitted to a sinusoidal function. 
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3 CHAPTER 3: 3D OBJECT SCANNING BY PROJECTION OF 

WHITE LIGHT PROFILES 

In this chapter, we propose the 3D scanning of objects using the projection technique 

of a structured light line with different profiles. The profiles used were Gaussian, 

triangular and sinusoidal. Depending on the light profile used, the algorithms proposed in 

chapter 2 were implemented which are based on the Bezier curves, linear regression, and 

nonlinear regression methods. These algorithms allowed to obtain the skeleton of each 

line of light captured with sub-pixel accuracy. The use of a multimedia projector as a light 

source, instead of the traditional use of laser, has the advantage that the projected light 

line is free of the speckle pattern noise, which is one of the most important factors that 

deteriorate the images of the light line and consequently it has a negative impact on the 

measurements of the object dimensions [18, 21-24]. Other advantages are that the light 

profiles are easily generated and the optical arrangement for scanning objects easy to set 

up. 

Three experiments were carried out for each projected light profile. The 

measurements of a test object were obtained using the proposed approach and the results 

were compared with the measurements obtained by a coordinate measuring machine 

(CMM). 

Finally, the efficiency of each projected light profile used for scanning was 

determined in terms of accuracy and processing time.  

3.1 EXPERIMENTAL SETUP 

The experimental configuration of our scanning system by projection of one 

structured light line is shown in Fig. 3.1.(a). The system comprises a multimedia projector 

(resolution of 1280x800 pixels), a CCD camera (resolution of 640x480 pixels), and a 

computer. One light line with a certain profile (Gaussian, triangular or sinusoidal) is 

projected horizontally (𝑦-direction) at an oblique angle to a reference plane. The light line 

moves vertically (𝑥-direction) over the object surface which is placed on the reference 

plane. A camera placed perpendicular to the reference plane captures the light line when 

it moves in steps of one pixel through of the object surface. The computer (processor i7 

3630QM of 2.40GHz, 64-bit operating system and a RAM memory of 8.0 GB) 

synchronizes the projection and capture of the light line, and it also allows to carry out 
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the processing of the images. The projector and the camera are separated from each other 

a distance 𝑑, and are placed regarding the reference plane at a distance 𝐷. 

 

 

 

 

Figure 3.1. (a) Experimental setup scheme. (b) Photograph of the 

scanning system by projection of one light line.  

(a) 

(b) 
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The scanning system captures the images of the light line at a frequency of 30 fps, 

avoiding the use of mechanical systems compared to the LLP technique. The captured 

images were resized to 421x391 pixels to occupy only the surface of the object (Region 

of interest, see Fig. 3.1.(b)). A total of 200 images were captured for each experiment. 

The set of resized images was computationally processed using the algorithms proposed 

in chapter 2 for each one of the light profiles. Fig. 3.1.(b) shows the photograph of the 

scanning system by projection of one light line established. 

The resolution along the light line (𝑦-direction) is determined by the resolution of 

the camera, while the resolution in the other direction is determined by the number of 

light lines projected (which is related to the resolution of the projector). To obtain the 

resolution in the 𝑥 and 𝑦 direction in units of millimeters, it is necessary to calculate the 

pixels size of the captured images, for this, the width of these were measured, as shown 

in Fig. 3.2. The width in the horizontal direction was determined to be 57 mm for 391 

pixels; therefore, the pixel size is equal to 0.145 mm. The value of 0.145 mm is the 

resolution in the 𝑦-direction. However, to obtain the resolution in the 𝑥-direction it is 

necessary to measure the number of pixels of the light line when it is moved from one 

position to another on the reference plane. Fig. 3.3.(a) shows the result of the 

superposition of two images of the light line on the reference plane. The upper line 

corresponds to the initial scan position of the light line (first image captured), and the 

lower line corresponds to the final scan position (last image captured). Fig. 3.3.(b) shows 

the positions in pixels of the maximum light line intensity in the first image and the last 

image captured (image captures two hundred). Therefore, the light line has been moved 

404 pixels in 199 steps. With these known values, the resolution in the 𝑥-direction is 

obtained by the following relationship: 

𝑅 =
(𝑀𝑜𝑣𝑒𝑚𝑒𝑛𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑙𝑖𝑔ℎ𝑡 𝑙𝑖𝑛𝑒 𝑖𝑛 𝑝𝑖𝑥𝑒𝑙𝑠)

(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑒𝑝𝑠)
 (𝑝𝑖𝑥𝑒𝑙 𝑠𝑖𝑧𝑒 𝑖𝑛 𝑚𝑚)  (3.1) 

According to Eq. (3.1), the resolution in the 𝑥-direction is 0.29 mm. 

Finally, the time it took for our system to capture the 200 images was 6.67 s. The 

values of 𝐷 and 𝑑 were obtained with a measuring tape and whose values are 634.0 mm 

and 157.0 mm, respectively. 
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Figure 3.2. Measurement in mm in the y-direction 

of the region of interest to calculate the pixel size. 

Figure 3.3. (a) Result of the superposition of the light line of the first image captured 

(upper line), and the image 200 captured (lower line). (b) Positions in pixels of the 

maximum light line intensity in the first image and in image 200. 

(a) (b) 
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The test object used in our experiment is shown in Fig. 3.4. Measurements of the 

height differences on the test object of eight lateral points (indicated by the circles) with 

respect to a central point (indicated by the rectangle) were measured in three experiments 

with scanning system by projection of one light line. In each experiment, one light line 

with Gaussian, triangular and sinusoidal profile was projected, respectively. The results 

obtained by our scanning system were compared with those obtained by a coordinate 

measuring machine (CMM). The experimental results are shown below. 

 

 

3.2 EXPERIMENTAL RESULTS 

Firstly, it is important to highlight that in the three experiments carried out, the 

images captured from the light line were free of speckle noise, so it was not necessary to 

implement digital filters in the image processing. Therefore, compared to the LLP 

technique, our proposal avoids the speckle noise which is one of the main factors that 

reduce the accuracy of measurements and increases the processing time[21, 23, 24]. Some 

of the captured images for each captured light profile are shown in Figs. 3.5.(a), 3.6.(a) 

and 3.7.(a). 

3.2.1 Results of the projection of light with a Gaussian profile 

In this case, to obtain the skeleton of the captured images of the light lines, 

the Bezier curves method described in section 2.1 was implemented. 

Figure 3.4. Test object for reconstruction. The heights of the points 

indicated by the circles were measured with respect to the point 

indicated by the rectangle. 
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(a) 

(b) 

(c) 

Figure 3.5. (a) Capture of the projected light line with Gaussian profile and its skeleton (red 

line). (b) Intensity distribution of the light line profile along column 200 (black spots) fitted 

to a continuous Bezier function (continuous black line). (c) 3D reconstruction of a test object. 
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Fig. 3.5.(a) shows one of the captured images of the light line with 

Gaussian profile. The intensity distribution of the light line (black spots) is shown 

in Fig. 3.5.(b), which was obtained along column 200 of the image of the Fig. 

3.5.(a). This distribution is fitted to a Bezier polynomial function (continuous 

black line) and whose correlation coefficient is 𝑟 = 0.97, which demonstrates 

high confidence in the fit. The positions of maximum intensity of the light lines 

in the captured images were calculated by the bisection method. The skeleton of 

the light line of the image in question is shown in Fig. 3.5.(a) (red line); took an 

average processing time of 0.1498 s. Afterward, the skeleton calculation of the 

light lines for all the images captured was carried out, which allowed obtaining 

the displacements 𝑠(𝑥, 𝑦) with respect to the projections made on the reference 

plane and the heights ℎ(𝑥, 𝑦) of the test object by Eq. (1.5); this took a processing 

time of 7.1773 s. The 3D shape of the test object is shown in Fig. 3.5.(c). Table 

3.1 summarizes the absolute error of each measurement made on the test object, 

and the average absolute error for the projected Gaussian light profile whose value 

is 0.0534 mm. 

Table 3.1. Heights difference of eight lateral points considered in the 

measurements of the test object with respect to a central point (see Fig. 3.4) 

measured with scanning system by projection of one light line with Gaussian 

profile and by the CMM. 

Measurements 
Scanning system 

(mm) 
CMM (mm) 

Absolute error 

(mm) 

1 1.0240 1.0137 0.0103 

2 1.9070 1.9693 0.0623 

3 1.0060 0.9418 0.0642 

4 1.7240 1.7811 0.0571 

5 0.8980 0.8276 0.0704 

6 1.7880 1.7418 0.0462 

7 0.8980 0.9445 0.0465 

8 1.7240 1.7938 0.0698 

                       Average absolute error: 0.0534 mm. 

 

3.2.2 Results of the projection of light with a triangular profile 

In this case, to obtain the skeleton of the captured images of the light lines, 

the linear regression method described in section 2.2 was implemented. 
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(a) 

(b) 

(c) 

Figure 3.6. (a) Capture of the projected light line with triangular profile and its skeleton 

(red line). (b) Intensity distribution of the light line profile along column 200 (black spots) 

fitted to two triangular functions (continuous black line). (c) 3D reconstruction of a test 

object. 
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Fig. 3.6.(a) shows one of the captured images of the light line with 

triangular profile. The intensity distribution of the light line is shown in Fig. 

3.6.(b), which was obtained along column 200 (black spots). This distribution is 

fitted to two linear functions (continuous black line) and whose correlation 

coefficients are 𝑟1 = 0.99 and 𝑟2 = 0.99 for the function with slope 𝑚1 and 𝑚2, 

respectively. The correlation coefficients demonstrate high confidence in the fit. 

Through the direct use of Eq. (2.12), the positions of maximum intensity of the 

light line were calculated. The skeleton of the light line of the image in question 

is shown in Fig. 3.6.(a) (red line); took an average processing time of 0.0752 s. 

Later, the displacements 𝑆(𝑥, 𝑦) of the light lines for all the images captured with 

respect to the projections made on the reference plane, and the heights ℎ(𝑥, 𝑦) of 

the test object were calculated, this took an average processing time of 2.5946 s. 

The 3D shape of the test object is shown in Fig. 3.6.(c). Table 3.2 summarizes the 

absolute error of each measurement made on the test object, and the average 

absolute error for the projected triangular light profile whose value is 0.1616 mm. 

 

Table 3.2. Heights difference of eight lateral points considered in the 

measurements of the test object with respect to a central point (see Fig. 3.4) 

measured with scanning system by projection of one light line with triangular 

profile and by the CMM. 

Measurements 
Scanning system 

(mm) 
CMM (mm) 

Absolute error 

(mm) 

1 0.8020 1.0137 0.2117 

2 1.8400 1.9693 0.1293 

3 0.9418 0.9418 0.0498 

4 1.6860 1.7811 0.0951 

5 0.6170 0.8276 0.2106 

6 1.7570 1.7418 0.0152 

7 0.5670 0.9445 0.3775 

8 1.9970 1.7938 0.2032 

                Average absolute error: 0.1616 mm. 

 

3.2.3 Results of the projection of light with a sinusoidal profile 

In this case, to obtain the skeleton of the captured images of the light lines, 

the nonlinear regression method described in section 2.3 was implemented. 
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(a)  

(b) 

(c) 

Figure 3.7. (a) Capture of the projected light line with sinusoidal profile and its skeleton (red 

line). (b) Intensity distribution of the light line profile along column 200 (black spots) fitted 

to a sinusoidal function (continuous black line). (c) 3D reconstruction of a test object. 
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Fig. 3.7.(a) shows one of the captured images of the light line with 

sinusoidal profile. The intensity distribution of the light line is shown in Fig. 

3.7.(b), which was obtained along column 200 (black spots). This distribution is 

fitted to sinusoidal functions (continuous black line) whose correlation coefficient 

is 𝑟1 = 0.98, which demonstrates high confidence in the fit. The positions of 

maximum intensity of the light line were calculated by the bisection method. The 

skeleton of the light line in question is shown in Fig. 3.7.(a) (red line); took an 

average processing time of 0.2707 s. Analogously to previous experiments, the 

displacements 𝑆(𝑥, 𝑦)  and heights ℎ(𝑥, 𝑦)  of the test object were calculated, 

which took an average processing time of 2.5946 s. The 3D shape of the test object 

is shown in Fig. 3.7.(c). Table 3.3 summarizes the absolute error of each 

measurement made on the test object, and the average absolute error for the 

projected sinusoidal light profile whose value is 0.0559 mm.  

 

Table 3.3. Heights difference of eight lateral points considered in the 

measurements of the test object with respect to a central point (see Fig. 3.4) 

measured with scanning system by projection of one light line with sinusoidal 

profile and by the CMM. 

Measurements 
Scanning system 

(mm) 
CMM (mm) 

Absolute error 

(mm) 

1 0.9660 1.0137 0.0477 

2 1.9220 1.9693 0.0473 

3 0.9760 0.9418 0.0342 

4 1.7020 1.7811 0.0791 

5 0.7810 0.8276 0.0466 

6 1.8280 1.7418 0.0862 

7 0.9930 0.9445 0.0485 

8 1.7360 1.7938 0.0578 

            Average absolute error: 0.0559 mm. 

 

 

3.3 DISCUSSION OF THE RESULTS 

Table 3.4 summarizes the correlation coefficients, the processing time to 

skeletonize one light line, and the processing time it took for each algorithm to get the 3D 

shape of the test object for each projected light profile. 
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Table 3.4. Summary values of correlation coefficient, processing time for skeletonize one 

light line and processing time to obtain the 3D shape of the object for each projected light 

line profile and its respective reconstruction algorithms. 

 

 

Using the Bezier curves method, a slightly lower correlation coefficient was 

obtained regarding the other two methods. However, this method is more robust in 

calculating the maximum intensity positions when the intensity distribution of the light 

line is not uniform, therefore, it presents greater robustness when the light line is projected 

on abrupt variations in the object's surface. Through this method, the average absolute 

error obtained was smaller than the other two methods and whose value was 0.0534 mm, 

while the processing time to get the 3D shape of the object was 7.1773 s. 

Using the linear regression method, a correlation coefficient of 0.99 was obtained, 

whose value is slightly higher regarding the other two methods. However, the values of 

the positions of maximum intensity are very sensitive to the values of the slopes 𝑚1 and 

𝑚2. For example, these positions have a variation of two pixels if the values of the slopes 

𝑚1 or 𝑚2 are modified in one unit, which has a negative impact that directly influences 

the accuracy of the measurements. This problem becomes more serious when the intensity 

distribution of the light line is not uniform in the captured image. Consequently, this 

method has an average absolute error value equal to 0.1616 mm, which is higher than the 

other methods. The main advantage of the method is the processing time whose value, 

shown in table 3.4, is much smaller than the other two methods, which allows its 

Projected 

light profile 
Algorithms 

Correlation 

coefficient 

Process time 

for one line (s) 

Time to obtain 

the 3D shape of 

the object (s) 

Gaussian 
Bezier curves 

method 
0.97 0.1498±0.0012 7.1773±0.0404 

Triangular 

Linear 

regression 

method 

0.99 0.0752±0.0013 2.5946±0.0283 

Sinusoidal 

Nonlinear 

regression 

method 

0.98 0.2707±0.0097 41.2671±0.2016 
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application in situations where high speed is required to obtain the 3D shape of objects in 

case high accuracy in measurements is not a critical requirement. 

Using the nonlinear regression method was obtained an average absolute error 

equal to 0.0559 mm. Although this result is approximate compared to the Bezier curve 

method; however, when obtaining the 3D shape of the object, the processing time was 

much longer (41.2671 s). An example of application is that this method can be 

complemented to the proposal carried out in reference [26], where the 3D shape of an 

object is reconstructed by the single-shot technique, obtaining the phase map of a 

sinusoidal fringes pattern. In [26], the phase map is obtained by skeletonizing the fringes 

through the application of morphological operations, instead of the traditional PSP 

technique. In this case, it would be convenient to apply the nonlinear regression method 

to get the skeleton of the fringe pattern with sub-pixel accuracy, instead of morphological 

operations whose resolution is one pixel. Processing time is expected to be more efficient 

due to a single image is processed. 

Figs. 3.8.(b), 3.8.(c), and 3.8.(d) show the result of the 3D scanning of an a second 

object under test (Fig. 3.8.(a)) by light line projection with a Gaussian, triangular and 

sinusoidal profile, respectively. Clearly, the surface of this irregular object is more 

complex than the first test object; however, the proposed methods work well with each 

reconstruction. Up to this point, it is important to mention that due to the smooth shape 

and dimensions of the object there was no need to deal with the problem of occluded 

lines. However, if in some reconstruction experiments of objects with complex geometry, 

occluded lines with small discontinuities were obtained, we recommend using 

interpolation methods to connect the broken lines of the object image as proposed in the 

references [61, 68]. In the case of long discontinuities, we recommend avoiding the 

reconstruction of the occluded zone, since the methods of interpolation will inevitably 

fail. 

Finally, the 3D scanning technique by projection of one light line using a projector 

as a source of light, allows us to obtain the shape of objects with a very complex texture 

such as the third test object (pumice stone) shown in Fig. 3.9, where much of the surface 

detail is observed; or the fourth test object shown in Fig. 3.10, where it is observed fine 

details of the dental piece. These reconstructions were obtained by Gaussian light 

projection using the algorithms of section 2.1. 
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(a) (b) 

(c) (d) 

Figure 3.8. (a) 3D scanning of an irregular object by projection of one light line 

with (b) Gaussian profile, (c) triangular profile, and (d) sinusoidal profile. 



  

47 

 

 

 

 

 

 

 

 

 

 

 

 

(a) (b) 

(a) (b) 

Figure 3.9. (a) Sample of a pumice stone. (b) 3D scanning of the 

sample of a pumice stone. 

Figure 3.10. (a) Sample of a dental piece. (b) 3D scanning of the 

sample of the dental piece. 
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The major contribution of this chapter includes: 

1. The use of a multimedia projector to digitally generate different types of structured 

light profiles (Gaussian, triangular and sinusoidal), avoiding speckle noise, and 

making mechanical implementation simpler compared to laser line projection 

technique. 

2. To implement different algorithms to obtain the skeleton of the light lines, such as 

linear regression method and nonlinear regression method and not be limited to 

algorithms based on the Gaussian profile when using the laser line projection 

technique. 

3. Avoiding speckled noise made it possible to dispense with the implementation of 

complex digital filter algorithms. 

4. As well as the laser line projection technique, our proposal allows obtain information 

of each pixel of the image and relate it to the object surface. 

 Finally, use a multimedia projector as a light source will allow leading to new 

research work where it is possible to control the light line intensity based on the local 

reflectivity of the object surface. This would greatly reduce discontinuities caused by low 

illumination, and improve the contrast of the light lines. This proposed work will make 

more efficient the three-dimensional measurement of an object. 

3.4 CONCLUSIONS 

In this chapter, the projection of different types of structured light profiles was 

proposed to obtain the 3D shape of objects, such as Gaussian, triangular and sinusoidal 

profiles. To obtain the light line skeleton, an appropriate algorithm for each type of 

projected profile was implemented. According to the results, the method based on the 

Bezier curves combined with the bisection method applied to light projection with 

Gaussian profile, allows obtaining greater accuracy in the measurements of the test object 

regarding the other two methods studied. In terms of processing time, the use of the linear 

regression method applied to light projection with triangular profile gets faster results 

compared to the other two methods. Therefore, it could be conveniently applied in 

situations where high accuracy is not required, for example in the field of archeology. On 

the other hand, although the processing time is very long when the nonlinear regression 

method combined with the bisection method is used with projected sinusoidal profiles, it 

can be applied in single-shot structured light line pattern techniques as proposed in 
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reference [26]. In this reference, 3D shapes of objects could be obtained by skeletonizing 

the sinusoidal fringe pattern with sub-pixel accuracy using the nonlinear regression 

method, instead of the traditional phase shifting profilometry technique. 

Therefore, the criteria for choosing the suitable projected light profile for obtaining 

3D shapes of objects will depend on the requirements and need of the application, either 

speed of measurement or high accuracy of it.  
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4 CHAPTER 4: 3D SCANNING OF OBJECTS BY PROJECTION 

OF THREE COLOR LINES WITH GAUSSIAN PROFILE 

In this chapter, we will extend the study of our previous work [16], described in the 

chapter 3. We propose the 3D scanning of objects using the simultaneous projection of 

three color lines (red, green, and blue) with Gaussian profile. These lines scan 

simultaneously different zones of the test object with the purpose of optimizing the 

capture time and the number of stored images, compared to projection one light line. To 

carry out our proposal, we will take advantage of the RGB color channels of the CCD 

camera and segment each color line into the corresponding color channel. In this way, 

each line will be able to independently scan, in each color channel, different zones of the 

object simultaneously, then these scanned zones will be assembled to obtain the complete 

3D shape of the object. It is worth mentioning that we will use a color segmentation 

method, based on reference [71], that does not require establishing threshold values, 

which allows an unsupervised operation. Additionally, the projected color lines profile is 

of the Gaussian type with the purpose carry out the skeletonization process using the 

Bezier polynomial method combined with the bisection method, which allows obtaining 

better results of the 3D reconstruction in terms of accuracy and processing time [14, 16]. 

Finally, although our proposal is limited to the application of static objects, it allows 

scanning objects with great measurement depths since it lacks the problem of ambiguity 

of the projected lines, obtaining a high density of reconstructed pixels. 

4.1 FRAMEWORK AND ARCHITECTURE 

Our proposal for 3D scanning of objects by the projection of three color lines is 

shown in the scheme of Fig. 4.1. The three color lines projected (red, green, and blue) 

will independently scan, in steps of one pixel, different zones of a test object surface 

which is placed on a reference plane. The reference plane is divided into three zones of 

equal dimensions. Each zone of the reference plane belongs to a zone of the test object 

that is scanned by one color line, that is, (according to Fig. 4.1) the red line scans the zone 

of the object that belongs to the zone of the reference plane bounded by points 1 and 2. 

The same way, the green line scans the zone of the object that belongs to the zone of the 

reference plane bounded by points 2 and 3, and finally, the blue line scans the zone of the 

object that belongs to the zone of the reference plane bounded by points 3 and 4. 
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The optical geometry of the proposed scanning system is composed of a color CCD 

camera and a multimedia projector which are placed at a distance 𝑑 from each other and 

located at a distance 𝐷 from the reference plane. According to Fig. 4.1, when there is no 

object, the ray from the red light line impinges upon the point A from the reference plane. 

Once the test object is placed, the same ray impinges upon the point 𝑃𝑅. Hence, the ray 

from the red light line in the reference plane has been displaced from 𝐴  to 𝐵 . This 

displacement is captured in an image by the color CCD camera, and is represented by 

𝑆𝑅(𝑥, 𝑦) in units of pixels. An analogous displacement is given for each light ray from 

the green and blue line, which impinge on the points 𝑃𝐺  and 𝑃𝐵 ; in this case the 

displacements are represented by 𝑆𝐺(𝑥, 𝑦) and 𝑆𝐵(𝑥, 𝑦) in units of pixels, respectively. 

According to references [14, 16], the displacements 𝑆𝑅(𝑥, 𝑦), 𝑆𝐺(𝑥, 𝑦) and 𝑆𝐵(𝑥, 𝑦), after 

being converted to real units, are related to the height of the object by the following 

equation: 

 

𝐻𝑖(𝑥, 𝑦) =
𝐷𝑆𝑖(𝑥, 𝑦)

𝑑 + 𝑆𝑖(𝑥, 𝑦)
, 𝑖 = 𝑅, 𝐺 𝑎𝑛𝑑 𝐵 (4.1) 

Figure 4.1. Geometric schema of the projection system of 

three color lines. 
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Similar to the procedure developed in section 3.1, to order to get the measurements 

of the displacements for all the pixels of the color light lines projected, it is necessary to 

extract the skeleton of the captured images. However, now the scanning system captures 

RGB images that are previously processed in each color channel with the purpose of 

segmenting the color lines and subsequently carrying out skeletonization independently 

in grayscale (in each channel), as we will see in the next section. 

Finally, according to the conclusions obtained in the chapter 3 and references [14, 

16], it is convenient, in terms of accuracy and processing time, to get the skeleton through 

the Bezier curves method combined with the bisection method. The data obtained from 

the displacements of each skeleton is stored in a matrix memory to finally get the 3D 

shape of objects.  

4.2 LINES SEGMENTATION BY COLOR 

Segmentation of an image consists of grouping pixels based on specific features of the 

objects to be recognized. Some of the main factors that reduce the effectiveness of 

segmentation algorithms when using 3D reconstruction techniques by projection of color 

lines, are related to reflectance of the object (albedo), ambient light, the color of the object, 

projector illumination, cross-talk color, and so forth [72-74]. When these factors are 

combined, the projected color lines on the object modify its characteristics in such a way that 

it makes segmentation by color is difficult and the algorithms inevitably fail in many cases, 

so identifying the color lines is not a trivial task. In references [71, 75-77], original solutions 

are provided to get good results in the segmentation of color lines under the influence of 

ambient light and the color saturation of the object in question. In order to get robustness in 

the lines segmentation by color and can obtain the 3D shape of objects with slightly saturated 

colors, we are based on the proposal of reference [71], which suggests capturing an additional 

image to later carry out the segmentation process.  

In our experiment, three color lines (red, green, and blue) are projected (see Fig. 4.1), 

which allow different zones of the object to be scanned simultaneously. The irradiance of the 

image generated by the multimedia projector in the CCD camera can be represented as: 

𝐼(𝜆) = 𝑔𝜃𝑆(𝜆)𝐸(𝜆) (4.2) 
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where 𝜆 is the wavelength, 𝑆(𝜆) is the object reflectance, E(𝜆) is the illumination from the 

projector, and 𝑔𝜃 is the geometric shading factor determined by the surface orientation and 

illumination angle. 

The captured image of the illuminated object with the color lines (𝐼1), and another 

captured image of the object illuminated displaced a certain number of pixel (𝐼2), can be 

represented as: 

𝐼1(𝜆) = 𝑔𝜃𝑆(𝜆)[𝐸1(𝜆) + 𝐴(𝜆)]  (4.3) 

 

𝐼2(𝜆) = 𝑔𝜃𝑆(𝜆)[𝐸2(𝜆) + 𝐴(𝜆)] (4.4) 

 

where the effect of ambient illumination 𝐴(𝜆) is included in Eq. (4.3) and Eq. (4.4). Since 𝑔𝜃 

depends on the geometry of the optical arrangement and 𝑆(𝜆) depends on the properties of 

the object, then, 𝑔𝜃 and 𝑆(𝜆) are assumed to be constant. Under these conditions, one way to 

remove the illumination of the background light of the projector is by differing the two 

previously captured images: 

𝛥𝐼(𝜆) = 𝐼1(𝜆) − 𝐼2(𝜆) 

= 𝑔𝜃𝑆(𝜆)𝛥𝐸(𝜆) 

(4.5) 

Similarly, the ambient illumination in each channel of an image can be removed by the 

following equations: 

𝛥𝑅 = 𝑔𝜃𝑆𝑅𝛥𝐸𝑅 (4.6) 

 

𝛥𝐺 = 𝑔𝜃𝑆𝐺𝛥𝐸𝐺  (4.7) 
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𝛥𝐵 = 𝑔𝜃𝑆𝐵𝛥𝐸𝐵  (4.8) 

 

where 𝑆𝑅 , 𝑆𝐺  y 𝑆𝐵  are the reflectances of the object in the R, G y B channels, 

respectively. 𝐸𝑅 , 𝐸𝐺  y 𝐸𝐵  are the illumination from the projector in the R, G y B 

channels, respectively. The application of Eqs. (4.6), (4.7), and (4.8) we will be able to 

segment the images of the color lines captured by the CCD camera. Although in most 

cases this simple segmentation procedure works well, it is possible that the image of the 

segmented light line includes small areas with illuminated pixels that do not belong to the 

light line. If this happens, this problem is easily solved by using the morphological 

operation of opening [78].    

Finally, after segmenting the images in each color channel (R, G, and B), the next 

process is to skeletonize each color line by determining the positions of the pixels of 

maximum intensity. The skeletonization of the light lines is carried out by the bisection 

method described in section 2.1, which will allow us to obtain the positions of the pixels 

of maximum intensity with sub-pixel accuracy. The results are shown in section 4.5. 

4.3 EXPERIMENTAL SETUP 

A schematic of the experimental setup of our scanning system by the projection of 

three color lines with Gaussian profile is shown in Fig. 4.2.(a), which comprises a 

multimedia projector, a color CCD camera, and a computer.   

The projector generates three color lines that are projected horizontally (y-direction, 

see Fig. 4.2.(a)) at an oblique angle to the reference plane. Scanning of an object placed 

in front of a reference plane is carried out by moving vertically (𝑥-direction) each color 

line in steps of one pixel. In our experiments was used a multimedia projector DELL 

1609WX which can project images with a resolution of 1280x800 pixels It should be 

mentioned that the color lines were projected onto a work area (see Fig. 4.2.(b)) which 

can vary in dimensions based on the size of the object to be reconstructed.  

The camera is placed perpendicular to the reference plane and captures the images of 

the projected color lines while these scanning the object. In our experiments was used a 

color CCD camera that capture the images with a resolution of 1536x2048 pixels. For the 
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case of the test object shown in Fig. (4.3), the captured images were cropped to 1374x762 

pixels to occupy only the region of interest (ROI) of the object to be reconstructed. 

 

 

 

 

 

(a) 

(b) 

Figure 4.2. (a) Experimental setup scheme. (b) Photograph of the 

scanning system by projection of three color lines. 
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The computer allows the synchronization between the projection and the capture of 

the color lines. To obtain the 3D shape of the test object (Fig. 4.3), the scanning system 

captured a total of 180 images at a rate of 30 fps; the capture time of all images was 6 s.  

 

Similar to the experimental setup used in section 3.1, the resolution along the light 

line (𝑦-direction) is determined by the pixel size in units of millimeters. According to Fig. 

4.4, it was determined that the width of the image is 89 mm which is equivalent to 762 

pixels; therefore, the lateral resolution in the 𝑦-direction is 0.1168 mm. To obtain the 

resolution in the 𝑥-direction, the number of pixels of the green light line was measured 

when it is moved from one position to another on the reference plane. Fig. 4.5.(a) shows 

the result of the superposition of two images of the green light line on the reference plane. 

The upper line corresponds to the initial scan position of the green light line (first image 

captured), and the lower line corresponds to the final scan position (last image captured). 

Fig. 4.5.(b) shows the positions in pixels of the maximum intensity of the green light line 

in the first image and the last image captured (image captured 180). Therefore, the light 

line has been moved 462 pixels in 179 steps. With these known values, the resolution in 

the 𝑥-direction is obtained by Eq. (3.1). The lateral resolution in the 𝑥-direction is 0.30 

mm. 

Finally, the values of 𝐷 and 𝑑 were obtained with a measuring tape and whose 

values are 828.0 mm and 210.0 mm, respectively. 

 

Figure 4.3. Colored test object. 
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Figure 4.4. Measurement in mm in the 𝑦-direction of 

the region of interest to calculate the pixel size. 

(a) (b) 

Figure 4.5. (a) Result of the superposition of the green light line of the first image 

captured (upper line), and the image captured 180 (lower line). (b) Positions in pixels of 

the maximum intensity of the green light line of the first image and image captured 180. 
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4.4 RESULTS AND DISCUSSION 

Firstly, it is important to highlight the capture time the number of images captured 

by our scanning system. If our scanning system had only projected one light line to obtain 

the 3D shape of the object in question, as carried out in reference [16], it would have 

registered a total of 540 images in a time of 18 s. For this reason, our scanning system 

allows us to optimize the time and the number of images captured; however, the price 

paid is the implementation of the segmentation algorithms by color. It is important to note 

that since in most cases the execution time of the segmentation algorithms are faster than 

the time to capture an image, the implementation of the segmentation algorithms does not 

provide a disadvantage in terms of processing time in the reconstruction of the object. 

An important step for object scanning using the proposed approach is the process 

of color line segmentation of captured images. As mentioned above, some of the factors 

that decrease the effectiveness of segmentation methods are the color of the object's 

surface and ambient illumination. However, most applications are carried out in 

environments where usually illumination projected by the projector is much higher than 

the ambient illumination enters the CCD camera; hence, using a diaphragm is always 

possible to improve the contrast of the color lines by attenuating the light intensity. The 

use of the diaphragm in most cases is essential in the optical systems, because it prevents 

the CCD camera capture images with saturated zones due to the excessive light intensity 

that may come from the scene. 

The test object is shown in Fig. 4.3, and whose surface has a color distribution that 

allows testing the efficiency of lines segmentation by color. Fig. 4.6.(a) shows a typical 

captured image by the color CCD camera; the test object is observed with the color lines 

projected on its surface. Figs. 4.6.(b), 4.6. (c), and 4.6. (d) show the results of the lines 

segmentation by color of the R, G, and B color channels in grayscale, respectively. It is 

noted the optimal results of the color segmentation algorithm implemented for our 

experiments, which are based on reference [71]. It is important to highlight the advantage 

of the procedure of lines segmentation by color, due to that it is not necessary to establish 

any type of threshold, allowing at this stage an unsupervised operation of the proposed 

scanning system. 
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(a) (b) 

(c) (d) 

Figure 4.6. a) Typical captured image of the test object with projected 

color lines. (b), (c) and (d) lines segmentation by color of the R, G, and 

B color channels in grayscale, respectively. 
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(a) (b) (c) 

(d) (e) (f) 

(g) (h) (i) 

Figure 4.7. The first column shows the images of a color line in grayscale and its skeleton 

(red, green, and blue line) in each R, G, and B color channel; the second column shows 

the intensity distribution of a color line profile along column 380 (black dots) fitted to a 

continuous function (continuous line) in each R, G, and B color channel; and the third 

column shows the 3D reconstruction of the test object in each RGB color channel. 
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As we mentioned above, in our experiments, the projected profiles of the color lines 

were of the Gaussian type; hence, the skeleton was obtained by the combined Bezier 

curves method with the bisection method, described in section 2.1. Figs. 4.7.(a), 4.7.(d), 

and 4.7.(g) show the result of the skeleton obtained (red, green and blue line, respectively) 

of the image of Fig. 4.6.(a), in the R, G, and B channels, respectively. Figs. 4.7.(b), 4.7.(e), 

and 4.7.(h) show the intensity distribution of the color lines along column 380 (black dots) 

which fit a Bezier polynomial function (continuous line). In all cases, a correlation 

coefficient was obtained equal to or greater than 0.97, this value shows high confidence 

in the fit. It is important to note that discontinuities lines were captured, which occur due 

to shadows generated by the same test object or due to low illumination in some areas of 

this. These discontinuities can be corrected by interpolation methods which allow 

connecting of the broken lines to each other, as proposed in the references [59, 61]. 

However, if you want to correct discontinuities very large, we recommend to use the 

mobile configuration (between the color CCD camera and the multimedia projector) 

proposed in reference [79], but if a mobile configuration is dispensed with, we suggest to 

avoid interpolation of the occluded zone, since these algorithms will inevitably fail. The 

3D shape of the test object was obtained in each color channel after calculating the 

skeletons of the projected lines, the results are shown in Figs. 4.7.(c), 4.7.(f), and 4.7.(i). 

The 3D shapes obtained in each color channel are assembled to obtain the complete 3D 

shape of the test object, the final result is shown in Fig. 4.8. Fig. 4.8 shows even details 

of the surface of the object that are not very evident to the human eye due to the color of 

the object, this demonstrates that our proposal also allows obtaining the 3D shape of the 

object with a high lateral resolution. 

Through our scanning system, it was also possible to obtain the 3D shape of other 

types of interesting objects such as the small sculpture shown in Fig. 4.9.  

In summary, the results demonstrate the efficiency of our algorithms regarding lines 

segmentation by color, allow us to calculate the skeletons of the color lines with sub-pixel 

accuracy, and allow us to obtain the 3D shape of the object with a high lateral resolution 

with a capture time three times faster compared to the technique of projection of one light 

line described in chapter 3. 
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(a) 
(b) 

Figure 4.8. The complete 3D shape of the test object is shown. 

Figure 4.9. (a) Image of a small sculpture to be reconstructed. (b) The 3D 

shape of the small sculpture. 
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4.5 CONCLUSIONS 

A 3D scanning system of objects by projection of three color lines (red, green, and 

blue) with Gaussian profile was proposed. This proposal allows to simultaneously scan 

different zones of an object to be reconstructed three-dimensionally, optimizing the 

capture times and the number of images stored, compared to the projection of one light 

line. This was possible due to our proposal takes advantage of the RGB color channels of 

the color CCD camera. Our results show that the algorithms for lines segmentation by 

color implemented, which do not require threshold values, are robust to the color and 

reflectance of the object's surface, and ambient lighting. Besides, algorithms based on 

Bezier curves allowed obtaining the skeleton of color lines with sub-pixel accuracy. 

Along with the above, it was possible to get the shape of 3D objects with a high lateral 

resolution as shown in Figs. 4.8 and 4.9. Our proposal is an extension to the work carried 

out in chapter 3 and in reference [16].  
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5 CHAPTER 5: 3D SCANNING OF OBJECTS BY COLOR 

STRUCTURED MULTI-LINE PROJECTION WITH GAUSSIAN 

PROFILE  

In this chapter, we propose an approach to obtain the 3D shape of objects through 

scanning by color structured multi-line projection with Gaussian profile. This proposal 

aims to significantly optimize the capture time and the number of images to process with 

respect to the methods proposed in chapters 3 and 4. The proposal consists of projecting 

a set of gratings with equidistant parallel lines of color red, green, and blue on the object 

to be reconstructed, and through image processing captured of the gratings, the 

displacement of the color lines is obtained by skeletonization in the R, G, and B color 

channels. The main challenge of image processing is to group in each color channel all 

the line segments belonging to each of the light lines, for this reason, a simple grouping 

method based on the area of the line segments was developed. Once the line segments are 

grouped in each color channel, the skeletonization process is carried out using the Bézier 

curve method described in section 2.1. The skeletons of the light lines are stored in the 

columns of a matrix for each color channel, later the columns of each matrix are combined 

to obtain the skeleton of the light lines for each captured grating. Subsequently, the 

displacement of the skeletons of the color lines of each grating is obtained with respect 

to the skeletonization of the same grating projected on a reference plane. A data matrix 

stores the displacements of the light lines of each grating, respectively. The 3D shape of 

a test object in pixel units is obtained by fusion the columns of the displacement matrices 

corresponding to each grating. The three-dimensional measurements of the object in units 

of millimeters were obtained through a previous calibration process based on the 

reference [10]. Our proposal allowed scanning objects with high pixel density and 

resolution.  

5.1 EXPERIMENTAL SETUP 

In Fig. 5.1, the geometric scheme composed of a multimedia projector is shown, 

which projects structured light lines in red (R), green (G), and blue (B) sequentially and 

equidistant. A CCD camera, placed perpendicular to the reference plane, captures images 

of the projected lines deformations caused by the shape of the surface of an object under 

test. According to Fig. 5.1, the reference plane is laid in the 𝑥 − 𝑦 plane, the heights data 

of the object regarding the reference plane are represented by ℎ(𝑥, 𝑦). If a single ray of a 
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color line is projected at point H of the object, then that same ray on the reference plane 

will move from point 𝐴 to 𝐵. The displacement of a single ray of color is represented by 

𝑠(𝑥, 𝑦). The height ℎ(𝑥, 𝑦) at the point 𝐻 on the object under test is calculated by Eq. 

(5.1) [14] only if the parameters 𝐷 and 𝑑 (related to the geometry of the optical system) 

are known.  

ℎ(𝑥, 𝑦) =
𝐷𝑠(𝑥, 𝑦)

𝑑 + 𝑠(𝑥, 𝑦)
 (5.1) 

The 3D shape of the object under test is obtained by calculating the displacement of 

all the projected color lines. 

The displacements 𝑠(𝑥, 𝑦) of the color lines can be calculated by processing the 

captured image when the lines are projected onto the object and the captured image when 

the lines are projected only onto the reference plane. In both images the skeleton of the 

lines is calculated, and then these are stored in a data matrix for each of them, respectively. 

The difference of both matrices allows obtaining the displacements 𝑠(𝑥, 𝑦) in units of 

pixels; however, it is possible to convert these units to real units if the size of each pixel 

is known. 

 

 

Figure 5.1. Geometry of the 3D scanning system by color 

structured multi-line projection. 
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It is important to highlight three points of the proposed approach: 

• The skeletonization of the color lines is one of the main challenges to obtain the 3D 

shape of objects. Our proposal for this is described in detail in section 5.3. 

• It is not possible to measure with accuracy the 𝐷 and 𝑑 parameters of our scanning 

system, because the manufacturing engineering of the camera and the projector does 

not allow knowing the positions of the pupils of both devices (points 𝑃 and 𝐶 in Fig. 

5.1). 

• The parameter 𝐷  is not really a constant value because Eq. (5.1) was obtained 

considering that the points 𝑃, 𝐶, 𝐵, 𝐴, and 𝐻 are located in the 𝑥 − 𝑧 plane; however, 

the object also extends in the direction of the 𝑦-coordinate. Therefore, the parameter 

𝐷 is really a function of the 𝑥 and 𝑦 coordinates, so Eq. (5.1) is rewritten as: 

 

ℎ(𝑥, 𝑦) =
𝑠(𝑥, 𝑦)

𝑚(𝑥, 𝑦) + 𝑛(𝑥, 𝑦)𝑠(𝑥, 𝑦)
 (5.2) 

where: 

𝑚(𝑥, 𝑦) = 𝑑/𝐷(𝑥, 𝑦) (5.3) 

 

𝑛(𝑥, 𝑦) = 1/𝐷(𝑥, 𝑦) (5.4) 

The coefficients 𝑚(𝑥, 𝑦) y 𝑛(𝑥, 𝑦) are related to the configuration of the optical 

system and whose values can be obtained by a previous calibration, which is 

described in detail in the section 5.6. Our calibration proposal is based on the 

reference [10]. 

5.2 COLOR STRUCTURED MULTI-LINE PROJECTION WITH GAUSSIAN 

PROFILE  

For 3D scanning the entire surface of the object, a set of gratings (previously 

generated) are projected parallel to the 𝑦 -axis with color multi-lines: R, G, and B, 
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distributed sequentially in that order, separated by black space. The gratings to be 

projected begins at the top with a red line and end at the bottom with a blue line, as shown 

in Fig. 5.2. Let us define the set of gratings as Ψ𝑚 = {Ψ1, Ψ2, … , Ψ𝑘} where 𝑚 is the 

order in which each grating is projected and 𝑘 represents the total of these. 

It is necessary to consider the number of pixels between the color lines of the first 

projected grating in order to project the number of additional gratings that allow scanning 

the surface of the object over all the pixels of the region of interest. 

 

 

For example, if the first grating to be projected was generated with a separation 

between the color lines given by 𝑟, then have to be projected (𝑟 − 1) additional gratings. 

These additional gratings are projected sequentially in such a way that the color lines are 

moved one pixel down from the color lines of the grating that was previously projected, 

in this way the complete scanning of the object is carried out. 

Finally, for each color, the same number of lines is projected. Let us define the lines 

number for each color by 𝑓, i.e., the total number of lines projected is 3𝑓. 

5.3 RECOGNITION OF STRUCTURED LIGHT LINES IN AN IMAGE 

The CCD camera captures the images of the gratings projected on the object or 

reference plane in the RGB format of 𝑀𝑥𝑁 pixels in size.  

Figure 5.2. Grating of structured light with color multi-lines to project. 
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 Since the recognition algorithms were implemented to detect vertical lines, the 

captured images were rotated 90° to the left, (now the size of the images is 𝑁𝑥𝑀). The 

set of captured images will be defined as 𝐼𝑚 = {𝐼1, 𝐼2, … , 𝐼𝑘}, where 𝑚 is the order in 

which each gratings projected was captured and 𝑘 represents the total of these.  

Recognition of the color multi-lines of the images captured is performed 

independently on the R, G, and B channels in grayscale. Therefore, each captured image 

𝐼𝑚  is decomposed into a set of three images which are represented by 𝐼𝑚,𝑐ℎ =

{𝐼𝑚,𝑅 , 𝐼𝑚,𝐺 , 𝐼𝑚,𝐵}.  

In summary, the procedure for recognizing the color multi-lines of each images 𝐼𝑚, 

is carried out in their respective color channels represented by 𝐼𝑚,𝑐ℎ  in two stages: 

Segmentation of the lines, and the grouping and skeletonization of these. The two stages 

are described below.  

5.3.1 Segmentation of the lines 

This procedure aims to remove the background light from the image set 

𝐼𝑚,𝑐ℎ. To perform this task, the images 𝐼𝑚,𝑐ℎ are filtered in the frequency space 

by a Butterworth filter. A practical way is to obtain the background light images 

from the images 𝐼𝑚,𝑐ℎ using a low-pass filter, and then subtract the background 

light images to the same images 𝐼𝑚,𝑐ℎ, respectively. 

The design of a low-pass Butterworth filter in frequency space, of order 

𝑛 and with cut-off frequency 𝐷0 from the origin is defined by the following 

equation [35]: 

𝐻(𝑢, 𝑣) =
1

1 + [
𝐷(𝑢, 𝑣)

𝐷0
]

2𝑛

 

 (5.5) 

 

where 𝐷(𝑢, 𝑣) is the distance from the point (𝑢, 𝑣) to the origin of the frequency 

plane. 𝐷(𝑢, 𝑣) is calculated by the following equation: 

𝐷(𝑢, 𝑣) = (𝑢2 + 𝑣2)1/2 
(5.6) 
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Subsequently, the binarization process by thresholding is carried out; 

however, it is possible that after this process there are broken lines (or discontinue 

lines) in the image 𝐼𝑚,𝑐ℎ. Broken lines significantly hinder the complexity of the 

grouping process of the line segments belonging to one line; for this reason, we 

propose the use of the morphological dilation operation [35, 36] on the binarized 

image in order to greatly reduce the number of discontinuous lines or at least 

reduce the large discontinuities between them. 

The use of a suitable structural element is important in the dilation 

operation, since if it has small dimensions, the effect on the broken lines will be 

minimal; on the contrary, if it has very large dimensions, the lines will overlap 

each other. At this point, the importance of our proposal to project color multi-

lines becomes evident since it aims to achieve a large distance between lines of 

the same color and thus ensure that the use of a relatively large structural element 

does not cause the lines to overlap each other. 

Finally, after the dilation operation, the set of segmented images of the 

images 𝐼𝑚,𝑐ℎ  is obtained which is represented by 𝑀𝑎𝑠𝑘𝑚,𝑐ℎ . In general, 

𝑀𝑎𝑠𝑘𝑚,𝑐ℎ is called the mask of 𝐼𝑚,𝑐ℎ. 

5.3.2 Grouping and skeletonization of light lines 

The light lines of the images 𝐼𝑚,𝑐ℎ do not present the problem of broken 

lines when the set of gratings is projected on the reference plane. On the contrary, 

when the projection is made on an object with abrupt variations in its surface, the 

lines of the images 𝐼𝑚,𝑐ℎ almost always present discontinuities. For this reason, it 

is fundamental that we can identify the line segments that belong to one line in 

each image 𝐼𝑚,𝑐ℎ  since if a line segment is mistakenly connected to any 

neighboring line, it will produce a false 3D reconstruction. The dilation operation 

allows the broken lines to be greatly reduced; however, this procedure does not 

completely solve the problem when the discontinuities are very large. We propose 

a simple grouping algorithm based on the areas of the line segments of each image 

𝐼𝑚,𝑐ℎ (whose respective masks are 𝑀𝑎𝑠𝑘𝑚,𝑐ℎ). Once one line is grouped with its 

respective line segments, the skeletonization process proceeds. The grouping and 

skeletonization process is repeated until the last line of each image 𝐼𝑚,𝑐ℎ. 
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Our proposal consists of projecting light lines whose condition is that the 

lines projected on the reference plane are much longer than those that are projected 

onto the object, as shown in the diagram of Fig. 5.3.(a) (where line segments of 

the same color belong to the same line). When an object placed on a reference 

plane is illuminated by the grating, the section of the lines of the grating projected 

on the plane are continuous, while the section projected on the object may be 

discontinuous. Therefore, based on the condition mentioned above, if a projected 

line is broken, the longest line segment will be projected onto the reference plane 

and the shortest line segments will be projected onto the object.  To ensure the 

correct performance of our proposal, the object must be in the center of the field 

of view, the projected lines should not overlap each other, and the last line of the 

masks 𝑀𝑎𝑠𝑘𝑚,𝑐ℎ must be continuous.  

 

 

 

(a) (b) 

Figure 5.3. (a) Representation of the image line segments of a mask 

𝑀𝑎𝑠𝑘𝑚,𝑐ℎ. (b) Illustration of the labeling of the line segments of the masks 

𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

 and 𝑀𝑎𝑠𝑘𝑙𝑜𝑤
𝑚,𝑐ℎ

. 
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Prior to the grouping and skeletonization process, the images 𝐼𝑚,𝑐ℎ  are 

divided into two halves, upper 𝐼𝑢𝑝
𝑚,𝑐ℎ

 and lower 𝐼𝑙𝑜𝑤
𝑚,𝑐ℎ

. In the same way, the masks 

𝑀𝑎𝑠𝑘𝑚,𝑐ℎ, upper 𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

 and lower 𝑀𝑎𝑠𝑘𝑙𝑜𝑤
𝑚,𝑐ℎ

. Therefore, any of the images 

𝐼𝑢𝑝
𝑚,𝑐ℎ

 (or 𝐼𝑙𝑜𝑤
𝑚,𝑐ℎ

), it has its respective mask 𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

 (or 𝑀𝑎𝑠𝑘𝑙𝑜𝑤
𝑚,𝑐ℎ

). 

Below we will detail the steps of the grouping process: 

  Step 1. Labeling of the segments of the light lines. The procedure for 

labeling line segments of the images 𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

 is carried out through the 

algorithm proposed by Haralick et al [80]. This algorithm, implemented in 

MATLAB, labels the components (in our case, the line segments) of an image in 

way consecutive, starting the search for each component in the direction from top 

to bottom in each column of the image. This procedure obtains a labeled image 𝐿 

for each mask 𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

. To each line segment of the labeled images 𝐿  is 

assigned its own unique label 𝑖, where 𝑖 = 1, 2, … , 𝑛, and 𝑛 is the total number of 

line segments. An illustration of the labeling of the line segments of the masks 

𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

 and 𝑀𝑎𝑠𝑘𝑙𝑜𝑤
𝑚,𝑐ℎ

 is shown in Fig. 5.3.(b). 

  Step 2. A threshold area 𝑇𝐴 is declared. The grouping of the line segments 

is based on the condition of a threshold area 𝑇𝐴, which according to experience, is 

calculated as 40% of the line segment with the largest area. Line segments 

projected onto the reference plane are always greater than 𝑇𝐴. 

  Step 3. Grouping process of the line segments belonging to one line of the 

masks 𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

. The binary images 𝐶 and 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒  with pixel values equal to 

0  are created. 𝐶  and 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒  have the same dimensions as 𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

. The 

image 𝐶 will store one line segment belonging to the label 𝑖 of the labeled images 

𝐿 of any of the masks 𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

, while the image 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒 will accumulate all 

the line segments that belong to the same light line (in other words, 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒 is 

the mask of one light line). Suppose all the indexes in the vertical direction of the 

captured image form the set,  𝑋 = {1, 2, … , 𝑁} and all the indexes in the horizontal 

direction form the set, 𝑌 = {1, 2, … , 𝑀}. For any of the masks 𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

, the 

grouping process begins by obtaining the set of positions (𝑋̅, 𝑌̅) of the respective 

labeled image 𝐿 whose pixels belong to the label 𝑖, that is: 
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(𝑋̅, 𝑌̅) = {(𝑥, 𝑦)/𝑥 ∈ 𝑋, 𝑦 ∈ 𝑌, 𝐿(𝑥, 𝑦) = 𝑖} (5.7) 

Then, the values of the positions (𝑋̅, 𝑌̅) of the image 𝐶 are assigned to 1, that is: 

𝐶(𝑥, 𝑦) = 1, ∀(𝑥, 𝑦) ∈ (𝑋̅, 𝑌̅) (5.8) 

𝐶 is assigned to 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒, i.e.: 

𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒(𝑥, 𝑦) = 𝐶(𝑥, 𝑦) (5.9) 

Next, 𝐶 is updated assigning the value of 0 to all the pixels. 

Coming up next, the area of the subsequent line segment to 𝑖 whose label is 𝑗 

(where 𝑗 = 𝑖 + 1, and 𝐴𝑗 represents the area of label 𝑗), is compared to 𝑇𝐴. At this 

point, two conditions can occur: 

• Condition 1: 𝑨𝒋 ≤ 𝑻𝑨. If this condition is met, then the line segments with 

labels 𝑖 and 𝑗 belong to the same line, therefore the line segments of the mask 

𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

 which corresponds to labels 𝑗 of the labeled image 𝐿, is assigned to 

the accumulator image 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒. For this, by means of Eq. (5.7), the set of 

positions (𝑋̅, 𝑌̅) of the pixels now belonging to the label 𝑗 are obtained, and 

by means of Eq. (5.8), the value of 1 is assigned to the set of positions (𝑋̅, 𝑌̅) 

of the image 𝐶 . Finally, the image 𝐶  is assigned to the accumulator 

image 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒, this is: 

𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒(𝑥, 𝑦) = 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒(𝑥, 𝑦) + 𝐶(𝑥, 𝑦) (5.10) 

Again, 𝐶 is updated assigning the value of 0 to all the pixels. The value of 𝑗 is 

updated by increasing its value by one unit, i.e., 𝑗 = 𝑗 + 1. 

The area of the line segment of label 𝑗 (updated value of 𝑗) is again compared 

with 𝑇𝐴 , and the process is repeated until the area of some line segment 
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corresponding to the label 𝑗 is greater than 𝑇𝐴 (𝐴𝑗 ≥ 𝑇𝐴). When this happens, 

the value of 𝑖 is update making 𝑖 = 𝑗. 

• Condition 2: 𝑨𝒋 ≥ 𝑻𝑨. If this condition is met, then the line segments with 

labels 𝑖 and 𝑗 belong to different lines. In this case, the value of 𝑖 is update 

making 𝑖 = 𝑖 + 1. 

After any of the conditions have been met, the mask of one line (represented 

by 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒 ) will have been formed by the grouping of one or more line 

segments. The line to be skeletonized is obtained by multiplying pixel by pixel 

between the image of 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒 and its respective image 𝐼𝑢𝑝
𝑚,𝑐ℎ

, this is: 

𝐼𝑢𝑝(𝑥, 𝑦) = 𝐼𝑢𝑝
𝑚,𝑐ℎ(𝑥, 𝑦)𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒(𝑥, 𝑦) (5.11) 

where 𝐼𝑢𝑝(𝑥, 𝑦) represents the image of the line in question whose skeleton will 

be obtained next. 

Step 4. Skeletonization of one light line. This procedure is carried out by 

the Bézier polynomial method, which is described in detail in the section 2.1 and 

is based on the references [14, 16, 68]. The procedure allows obtaining the 

skeleton positions with sub-pixel resolution of the image 𝐼𝑢𝑝, and whose values 

are stored consecutively in the columns of the data matrix which is represented by 

𝑃𝑢𝑝
𝑚,𝑐ℎ

; the indices 𝑚, 𝑐ℎ, and 𝑢𝑝 have been defined previously. 𝑃𝑢𝑝
𝑚,𝑐ℎ

 stores the 

skeleton positions of the lines belonging to image 𝐼𝑢𝑝
𝑚,𝑐ℎ

. It is important to note 

that the size of the matrix 𝑃𝑢𝑝
𝑚,𝑐ℎ

 is  (𝑁/2)𝑥(𝑓), remembering that 𝑁 is the number 

of pixels in the vertical direction of the image, and 𝑓  is the number of lines 

projected and captured in each color channel. 

Step 5. Updated of the images 𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒 and 𝐼𝑢𝑝 assigning the value of 0 

to all their pixels. 

Step 6. Repetition of the steps 3 to 5 until the line segment with label 𝑖 =

𝑛 − 1 of the respective labeled image 𝐿. 

Step 7. Skeletonization of the last line with label 𝑖 = 𝑛. As we mentioned 

earlier, the last line has to be continuous, that is, it is formed of a single line 
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segment; therefore, the area of the line in question will always be greater than 𝑇𝐴. 

The skeleton positions of the last line are stored in column 𝑓 of the respective 

matrix 𝑃𝑢𝑝
𝑚,𝑐ℎ

.  

Step 8. Steps 1 to 7 are repeated, but now to get the grouping of all the line 

segments belonging to the masks 𝑀𝑎𝑠𝑘𝑙𝑜𝑤
𝑚,𝑐ℎ

 and get the skeleton positions 

represented by 𝑃𝑙𝑜𝑤
𝑚,𝑐ℎ

 of the respective images 𝐼𝑙𝑜𝑤
𝑚,𝑐ℎ

. 

Step 9. Concatenation of matrices 𝑃𝑢𝑝
𝑚,𝑐ℎ

 and 𝑃𝑙𝑜𝑤
𝑚,𝑐ℎ

. In this step, finally, 

the positions of the skeleton for any of the processed images 𝐼𝑚,𝑐ℎ are stored in 

the set of matrices represented by 𝑃𝑚,𝑐ℎ = {𝑃𝑚,𝑅 , 𝑃𝑚,𝐺 , 𝑃𝑚,𝐵}. The set of matrices 

𝑃𝑚,𝑐ℎ is obtained by: 

𝑃𝑚,𝑐ℎ = [𝑃𝑢𝑝
𝑚,𝑐ℎ 𝑃𝑙𝑜𝑤

𝑚,𝑐ℎ]
𝑇
 

(5.12) 

remembering that 𝑚  represents any of the captured images, 𝑐ℎ  represents the 

respective color channel, and [ . ]𝑇 indicates the transpose of the matrix.  

5.4 OBTAINING THE 3D SHAPE OF OBJECTS WITH LOW-RESOLUTION  

The procedure to obtain the shape of the object with low-resolution is based on 

calculating the displacement of the skeletons of any of the captured images 𝐼𝑚 of the 

gratings projected onto an object with respect to the same grating projected onto the 

reference plane. 

The skeletons positions of any image 𝐼𝑚  are stored in the columns of the data 

matrix that we will represent by 𝐸𝑚 (it is clear that 𝐸𝑚 has 3𝑥𝑓 columns). The matrix 

𝐸𝑚 is computed by the appropriate combination of the columns of the matrices 𝑃𝑚,𝑅, 

𝑃𝑚,𝐺  and 𝑃𝑚,𝐵  obtained by Eq. (5.12) and that are represented by 𝑃𝑚,𝑐ℎ . The 

combination of the columns is linked to the respective color lines of the image 𝐼𝑚. The 

matrix 𝐸𝑚, for any of the images 𝐼𝑚, is structured as follows:  

 

𝐸𝑚 = [𝑃1
𝑚,𝑅 𝑃1

𝑚,𝐺 𝑃1
𝑚,𝐵    ⋯   𝑃𝑓

𝑚,𝑅 𝑃𝑓
𝑚,𝐺 𝑃𝑓

𝑚,𝐵] 

 

(5.13) 
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where the sub-indices indicate the positions of the columns of the respective matrices 

𝑃𝑚,𝑅, 𝑃𝑚,𝐺 and 𝑃𝑚,𝐵.  

 In parallel, in the same way, a matrix 𝐸𝑚′ that stores the skeletons positions of 

the captured images of the light lines projected on the reference plane is determined. 

The displacement of the lines of any of the images 𝐼𝑚 is calculated in a simple 

way by the difference between the matrices 𝐸𝑚 and 𝐸𝑚′, this is: 

𝑠𝑚(𝑥, 𝑦) = 𝐸𝑚 − 𝐸𝑚′ (5.14) 

The results obtained by this approach are comparable with references [25, 26, 31, 

33], and whose results will be shown in section 5.8.2. 

5.5 OBTAINING THE 3D SHAPE OF OBJECTS WITH HIGH PIXEL 

DENSITY 

 So far, our scanning system has captured a set of images, which scan all the pixels 

projected on the area of interest where the object is located. The captured images were 

rotated 90° to the left, these were defined by 𝐼𝑚 where 𝐼𝑚 = {𝐼1, 𝐼2, … , 𝐼𝑘}. The color 

lines of each image 𝐼𝑚  have been skeletonized; the set of matrices containing the 

positions of the skeleton of each image 𝐼𝑚  was defined by 𝐸𝑚  where 𝐸𝑚 = {𝐸1,

𝐸2, … , 𝐸𝑘}. To get the 3D shape of the object with high pixel density, it is necessary to 

obtain the skeleton of all the lines projected on the area of interest, this task is carried out 

in a simple way by combining the columns of the set of matrices 𝐸𝑚. The way in which 

the scanning is carried out on the area of interest is as follows: The first 𝑘 columns of the 

area of interest are scanned by the first line (red) of the gratings in the order they were 

projected, the next 𝑘 columns are scanned by the second line (green) of the projected 

gratings and so on until the last 𝑘 columns are scanned by the last line (blue) of the 

projected gratings; therefore, it is evident that the matrix that contains the positions of the 

skeleton of all the lines projected on the object is obtained by combining the columns 

whose structure is the following: 
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𝑇 = [𝐸1
1 𝐸1

2    ⋯ 𝐸1
𝑘     𝐸2

1 𝐸2
2 ⋯  𝐸2

𝑘   ⋯     𝐸3𝑥𝑓
1 𝐸3𝑥𝑓

2 ⋯ 𝐸3𝑥𝑓
𝑘 ] 

 

 

(5.15) 

where the sub-indices indicate the positions of the columns of the respective matrices 

belonging to the set 𝐸𝑚 = {𝐸1, 𝐸2, … , 𝐸𝑘}.  

In parallel, in the same way a matrix is calculated, which we will define by 𝑇′, 

which contains the skeleton positions of all the lines projected on the reference plane. 

Finally, the displacement of all the light lines projected on the area of interest where 

the object is located is calculated in a simple way by: 

𝑠(𝑥, 𝑦) = 𝑇 − 𝑇′ (5.16) 

The calculation of the matrix 𝑠(𝑥, 𝑦) allows obtaining the 3D shape of objects in 

units of pixels. Object dimensions in units of lengths are obtained through a calibration 

process described in the next section. 

5.6 EXPERIMENTAL OBTAINING OF THREE-DIMENSIONAL 

MEASUREMENTS IN REAL COORDINATES 

In section 5.1, it was mentioned that, due to the manufacture of the camera and 

projector, it is not possible to accurately measure the parameters 𝐷 and 𝑑 of our optical 

system (see Fig. 5.1); furthermore, the parameter 𝐷 depends on the 𝑥 and 𝑦 coordinates. 

For this reason, a calibration procedure is necessary that allows us to directly relate the 

displacements 𝑠(𝑥, 𝑦) of the color lines projected on the object and the heights ℎ(𝑥, 𝑦) of 

the object with respect to the reference plane, without need to directly measure the 

parameters 𝐷 and 𝑑. 

Fig. 5.4 shows the scheme of the calibration system, to determine the coefficients 

𝑚(𝑥, 𝑦) and 𝑛(𝑥, 𝑦) from the Eq. (5.3) and Eq. (5.4), respectively. A reference plane is 

placed to known distances ℎ𝑖  (where 𝑖 = 1, 2, … 𝑍 , and 𝑍  is the number of positions) 

regarding the position 𝑧 = 0 of the reference plane. The height for each point (𝑥, 𝑦) of 

the reference plane at each calibration position is calculated by: 
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ℎ𝑖(𝑥, 𝑦) =
𝑠𝑖(𝑥, 𝑦)

𝑚(𝑥, 𝑦) + 𝑛(𝑥, 𝑦)𝑠𝑖(𝑥, 𝑦)
 (5.17) 

where 𝑠𝑖(𝑥, 𝑦) are the displacements of each pixel of the skeleton of each line in the 

position ℎ𝑖  of the reference plane regarding the position 𝑧 = 0 . The calculation of 

𝑠𝑖(𝑥, 𝑦) is obtained using the methodology described in section 5.5. 

 

 

 

In our case, following a procedure analogous to reference [10], which is based on 

the least-squares method, the parameters 𝑚(𝑥, 𝑦) and 𝑛(𝑥, 𝑦) are calculated directly by 

the following equations: 

𝑚(𝑥, 𝑦) =
𝑎3(𝑥, 𝑦)𝑏1(𝑥, 𝑦) − 𝑎2(𝑥, 𝑦)𝑏2(𝑥, 𝑦)

𝑎1(𝑥, 𝑦)𝑎3(𝑥, 𝑦) − 𝑎2
2(𝑥, 𝑦)

 (5.18) 

 

Figure 5.4. Schematic of the 3D scanning system for calibration. 
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𝑛(𝑥, 𝑦) =
𝑎1(𝑥, 𝑦)𝑏2(𝑥, 𝑦) − 𝑎2(𝑥, 𝑦)𝑏1(𝑥, 𝑦)

𝑎1(𝑥, 𝑦)𝑎3(𝑥, 𝑦) − 𝑎2
2(𝑥, 𝑦)

 (5.19) 

where: 

𝑎1(𝑥, 𝑦) = ∑ ℎ𝑖
2(𝑥, 𝑦)

𝑍

𝑖=1

 
(5.20) 

 

𝑎2(𝑥, 𝑦) = ∑ ℎ𝑖
2(𝑥, 𝑦)𝑠𝑖(𝑥, 𝑦)

𝑍

𝑖=1

 
(5.21) 

 

𝑎3(𝑥, 𝑦) = ∑ ℎ𝑖
2(𝑥, 𝑦)𝑠𝑖

2(𝑥, 𝑦)

𝑍

𝑖=1

 
(5.22) 

 

𝑏1(𝑥, 𝑦) = ∑ ℎ𝑖(𝑥, 𝑦)𝑠𝑖(𝑥, 𝑦)

𝑍

𝑖=1

 (5.23) 

 

𝑏2(𝑥, 𝑦) = ∑ ℎ𝑖(𝑥, 𝑦)𝑠𝑖
2(𝑥, 𝑦)

𝑍

𝑖=1

 (5.24) 

Finally, when the coefficients 𝑚(𝑥, 𝑦) and 𝑛(𝑥, 𝑦) have been determined, the 3D 

real coordinates of the surface of an object can be calculated directly by Eq. (5.2). 

5.7 EXPERIMENTAL PART 

The diagram in Fig. 5.5.(a) shows the 3D scanning system by color multi-line 

projection. The multimedia projector (resolution of 1280x800 pixels) projects images at 

an oblique angle to the reference plane, while a CCD camera (resolution of 2048x1536 

pixels) mounted perpendicular to the reference plane captures and digitizes the images 

from the color multi-lines as they move in one-pixel steps across the surface of interest 
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where the object is located. Remember that due to the operation of the implemented 

algorithms, the image will later be rotated 90°, therefore the size of the images that will 

be processed is 1536x2048. A computer (processor i7-3630QM of 2.40GHz, 64-bit 

operating system, and RAM memory of 8.0 GB) synchronizes the projection and capture 

of the images at a frequency of 30 fps. 

 

Based on section 5.2, 14 gratings to be projected were generated, represented by 

Ψ𝑚  (where 𝑚 = 1, 2, … 14 ). Each grating Ψ𝑚  contains 39 color lines of Gaussian 

profile, so the number of lines for each color is 𝑓 = 13. The separation between the 

maximum intensity of the color lines was 𝑟 = 14 pixels.  The color lines of the gratings 

from Ψ2 to Ψ14 are moved (𝑚 − 1) pixels from top to bottom with respect to the grating 

Ψ1, which allowed scanning all the projected pixels of the surface of interest. Fig. 5.2 

shows one of the images (Ψ1) to be projected. It is important to mention that the large 

separation between the lines of the same color ensures the correct performance of the 

segmentation process and consequently facilitates the grouping of the lines. Our scanning 

system captured the 14 projected gratings at a time of 0.47 s.  

As mentioned in previous chapters, the resolution along the light line is 

determined by the pixel size in units of millimeters. According to Fig. 5.6, it was 

(a) (b) 

Figure 5.5. (a) Experimental setup scheme of the 3D scanning system by color 

multi-line projection. (b) Test object. 
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determined that the width of the image is 254.0 mm which is equivalent to 2048 pixels; 

therefore, the lateral resolution along the light line is 0.124 mm. 

 

 

 

 

 

Figure 5.6. Measurement of the pixel size to obtain the 

resolution along the light line. 

(a) (b) 

Figure 5.7. (a) Result of the superposition of the upper red line of the captured 

image of the grating 𝛹1, and lower blue line of the captured image of the grating 

𝛹14. (b) Positions in pixels of the maximum intensity of the red light line and blue 

light line. 
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To obtain the resolution in the transverse direction of the light line, was measured 

the number of pixels between the first upper light line (red line) of the captured image of 

the grating Ψ1 and the last lower light line (blue line) of the captured image captured of 

the grating Ψ14  projected on the reference plane. Fig. 5.7.(a) shows the result of the 

superposition of the light lines mentioned above. The upper light line corresponds to the 

position of the light line of the captured image of the grating Ψ1, and the lower light line 

corresponds to the position of the light line of the captured image of the grating Ψ14. Fig. 

5.7.(b) shows the positions in pixels of the maximum intensity of the light lines in 

question. A total of 546 light lines were projected (each of the 14 gratings contained 39 

light lines), therefore the number of steps between the light lines in question was 545 

equivalents to 1339 pixels. With these known values, the resolution in the transverse 

direction of the light line is obtained by Eq. (3.1); this resolution was 0.305 mm. 

5.8 RESULTS AND DISCUSSION  

Next, we will show and comment on the results obtained from our proposal for 3D 

scanning objects by projection of color multi-lines. 

5.8.1 Results of image processing 

In the experiments carried out, our system captured a set of 14 images of 

the gratings projected represented by 𝐼𝑚 = {𝐼1, 𝐼2, … , 𝐼14}, in a time of 0.47 s. It 

is important to note that if the technique of projection of one light line, by laser 

[14, 68] (or multimedia projector as a source [16]), had been used in the scanning, 

it would have been necessary to capture a set of 546 images, which would have 

taken a capture time of 18.2 s. Our proposal considerably reduces the capture time 

by almost 40 times compared to scanning by the projection of one light line. The 

main advantage of this short time of capture is that it allows the application of the 

technique to be extended to objects that require a fast scanning due to they are 

susceptible to moving or changing their shape. 

After capturing the set of images 𝐼𝑚, the procedure of recognition of color 

multi-lines described in section 5.3 is carried out. As mentioned, according to the 

working of the programmed algorithms, the set of images 𝐼𝑚 were rotated 90° to 

the left in such a way that the color lines are in a vertical position, starting from 

the left with the red line and ending with the blue line, as shown in Fig. 5.8.(a). 
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The image processing is carried out on all the images 𝐼𝑚 and the images of their 

respective color channels 𝐼𝑚,𝑐ℎ; however, below we will show the results for the 

first image captured 𝐼1 and its color channels 𝐼1,𝑐ℎ = {𝐼1,𝑅 , 𝐼1,𝐺 , 𝐼1,𝐵}. Figs. 5.8, 

shows the captured image 𝐼1 and the result of its decomposition in each channel 

𝐼1,𝑅, 𝐼1,𝐺, and 𝐼1,𝐵, respectively. 

 

 

 

 

(a) (b) 

(c) (d) 

Figure 5.8. (a) Captured RGB image of the first projected 

grating and its decomposition into the color channels (b) red, 

(c) green, and (d) blue. 
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Afterward, the set of images 𝐼𝑚,𝑐ℎ were filtered by a low-pass Butterworth 

filter in the frequency space to remove the background light. According to Eqs. 

(5.5) and (5.6), we design the Butterworth filter of order 𝑛 = 2  and a cutoff 

frequency 𝐷0 = 3 . The Butterworth filter allowed to eliminate largely the 

background light of the images. Then, the binarization process was carried out 

with a threshold value greater than or equal to 50 on the grayscale. According to 

our proposal, to reduce the number of broken lines and the distances between 

Figure 5.9. (a) Butterworth filter applied in frequency space on the 

R channel image. (b) Binarized image. (c) Obtaining the R channel 

mask after applying the morphological operation of dilation. 

(a) 

(b) (c) 
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them, the morphological operation of dilation was applied with a rectangular 

structural element of size 30x10 pixels. This task was carried out efficiently since 

it was possible to use a large structural element in each color channel due to the 

large distances between the lines of the same color and the shape of the object. 

After the dilatation operation, the masks, defined by 𝑀𝑎𝑠𝑘𝑚,𝑐ℎ, of the images 

𝐼𝑚,𝑐ℎ were obtained. Fig. 5.9.(a) shows the result of the Butterworth filter design 

in the frequency space applied to the central lobe of the image 𝐼1,𝑅. Fig. 5.9.(b) 

shows the result of the binarization on the image, the presence of broken lines is 

observed especially around the edges of the object.  In Fig. 5.9.(c), the efficiency 

of the dilation operation on the image is clearly observed. 

One of the main challenges of our proposal is to correctly group the line 

segments of the masks 𝑀𝑎𝑠𝑘𝑚,𝑐ℎ belonging to one light line, and then carry out 

the skeletonization process of the grouped line in question. The images 𝐼𝑚,𝑐ℎ are 

divided into two halves 𝐼𝑢𝑝
𝑚,𝑐ℎ

 and 𝐼𝑙𝑜𝑤
𝑚,𝑐ℎ

, whose respective masks are 𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

 

and 𝑀𝑎𝑠𝑘𝑙𝑜𝑤
𝑚,𝑐ℎ

. Then we proceed with the labeling of each segment of 𝑀𝑎𝑠𝑘𝑢𝑝
𝑚,𝑐ℎ

 

and 𝑀𝑎𝑠𝑘𝑙𝑜𝑤
𝑚,𝑐ℎ

 by the algorithm proposed by Haralick et al [80]. Through the 

grouping and skeletonization described in section 5.3.2, we obtained the matrices 

𝑃𝑢𝑝
𝑚,𝑐ℎ

 and 𝑃𝑙𝑜𝑤
𝑚,𝑐ℎ

 which contain the positions of the skeletons of the lines of the 

images 𝐼𝑢𝑝
𝑚,𝑐ℎ

 and 𝐼𝑙𝑜𝑤
𝑚,𝑐ℎ

, respectively. Finally, by concatenating both matrices 

using the Eq. (5.12), the matrix of positions of the skeleton 𝑃𝑚,𝑐ℎ of the images 

𝐼𝑚,𝑐ℎ are obtained, respectively. 

For example, for the case of the image 𝐼1,𝑅, divided into two halves 𝐼𝑢𝑝
1,𝑅

 

and 𝐼𝑙𝑜𝑤
1,𝑅

 with their respective masks 𝑀𝑎𝑠𝑘𝑢𝑝
1,𝑅

 and 𝑀𝑎𝑠𝑘𝑙𝑜𝑤
1,𝑅

, the results of the 

labeling of the masks are shown in Figs. 5.10.(a) and 5.10.(b), respectively, where 

the lines present a useful pseudo color to differentiate the labels. Coincidentally, 

both masks present 18 line segments which were grouped and skeletonized. Figs. 

5.10.(c) and 5.10.(d) show the skeletonization (red line) of the images 𝐼𝑢𝑝
1,𝑅

 and 

𝐼𝑙𝑜𝑤
1,𝑅

, whose matrices of the skeleton positions are 𝑃𝑢𝑝
1,𝑅

 and 𝑃𝑙𝑜𝑤
1,𝑅

, respectively. Fig. 

5.10.(e) shows the result of skeletonization (red line) of the image  𝐼1,𝑅, whose 

skeleton positions are stored in the matrix represented by 𝑃1,𝑅. Figs. 5.11.(a) and 

5.11.(b) show also the results of the grouping and skeletonization for the images 
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𝐼1,𝐺 and 𝐼1,𝐵. In this case, the positions of the skeletons were stored in the matrices 

𝑃1,𝐺 and 𝑃1,𝐵, respectively. 

 

 

 

(a) 

(b) 

(c) 

(d) (e) 

Figure 5.10. (a), (b) Labeled images from 𝑀𝑎𝑠𝑘𝑢𝑝
1,𝑅

  and 𝑀𝑎𝑠𝑘𝑙𝑜𝑤
1,𝑅

. (c), (d) 

Grouping and skeletonization of lines from 𝐼𝑢𝑝
1,𝑅

 and 𝐼𝑙𝑜𝑤
1,𝑅

. (e) Skeletonization of 

lines from 𝐼1,𝑅. 

Figure 5.11. (a) and (b) Skeletonization of lines from 𝐼1,𝐺 and 

𝐼1,𝐵, respectively. 

(a) (b) 
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5.8.2 Results of obtaining the 3D shape of objects 

The 3D shape with low-resolution is obtained by displacement of the 

skeleton of the color lines of any of the images 𝐼𝑚; however, we will show the 

results for the image 𝐼1. In the previous section, the positions of the skeleton of 

the images in each color channel were obtained, which were stored in the matrices 

𝑃1,𝑅 , 𝑃1,𝐺  and 𝑃1,𝐵 , respectively. For this case, skeletonization of image 𝐼1  is 

obtained by calculating the respective matrix 𝐸1  through the structure of Eq. 

(5.13), that is: 

 

𝐸1 = [𝑃1
1,𝑅 𝑃1

1,𝐺 𝑃1
1,𝐵    ⋯   𝑃13

1,𝑅 𝑃13
1,𝐺 𝑃13

1,𝐵] 

 

(5.25) 

where the matrix 𝐸1  has 39 columns, and remembering that the sub-indices 

indicate the positions of the columns of the matrices 𝑃𝑚,𝑅, 𝑃𝑚,𝐺 and 𝑃𝑚,𝐵.  Eq. 

(5.25) contains the skeleton positions of the light lines of the image 𝐼1 ; Fig. 

5.12.(a) shows the result, where the white lines represent the skeleton of the color 

multi-lines.  

The same procedure is carried out to calculate the matrix 𝐸1′ that contains 

the skeleton positions of the light lines projected on the reference plane. 

According to Ec. (5.14), for the case of the image 𝐼1, the displacement 

𝑠1(𝑥, 𝑦) is obtained by the difference between the matrices 𝐸1 and 𝐸1′, this is: 

𝑠1(𝑥, 𝑦) = 𝐸1 − 𝐸1′ (5.26) 

The 3D shape of the object with low-resolution obtained by Eq. (5.26) is 

shown in Fig. 5.12.(b) where the reconstruction of the reference plane is omitted 

in the figure. It is important to mention that these results are comparable to those 

obtained in the references [25, 26, 31, 33]. 
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To obtain the 3D shape of the test object with high pixel density, the set of 

matrices 𝐸𝑚 of the set of images 𝐼𝑚 was calculated. Subsequently, the matrix 𝑇, 

which contains the skeleton of all the light lines projected on the object, is obtained 

through of the combination of the columns of 𝐸𝑚 according to the structure of Eq. 

(5.15), for our experiment this is: 

 

𝑇 = [𝐸1
1 𝐸1

2    ⋯ 𝐸1
14     𝐸2

1 𝐸2
2 ⋯  𝐸2

14   ⋯     𝐸39
1 𝐸39

2 ⋯ 𝐸39
14] 

 

 

(5.27) 

where the matrix 𝑇 has 546 columns.  

To obtain the matrix displacement 𝑠(𝑥, 𝑦) of all the lines projected on the 

test object, the matrix 𝑇′, which containing all the lines projected on the reference 

plane, was also calculated. The displacement 𝑠(𝑥, 𝑦) is obtained by the difference 

between the matrices 𝑇 and 𝑇′, using Eq. (5.16). 

The 3D shape of the object with high pixel density, in units of pixels, is 

shown in Fig. 5.13 where the reconstruction of the reference plane is omitted in 

the figure. However, to obtain the 3D shape in units of length (millimeters), it is 

necessary to calculate through a calibration process, the parameters 𝑚(𝑥, 𝑦) and 

(a) (b) 

Figure 5.12. (a) Complete skeletonization of the color lines of the captured 

image 𝐼1. (b) 3D shape of the test object with low-resolution.  
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𝑛(𝑥, 𝑦) of Eq. (5.2). The results of the calibration process are shown in the next 

section. 

Finally, it is important to mention that some broken lines were connected 

to each other by cubic spline interpolation [68] due to the fact that they presented 

discontinuous small and the variations in the height of the object were smooth. 

 

 

 

 

 

 

Figure 5.13. 3D shape of the test object with high pixel 

density at different viewing angles. 



  

89 

 

5.8.3 Results of obtaining three-dimensional measurements in real 

coordinates 

The experimental scheme of Fig. 5.4 was set up to calibrate our 3D 

scanning system by color multi-line projection. A mechanical displacer moves the 

reference plane with a resolution of 2.5 μm at every step. The reference plane was 

moved towards the camera 25 positions of known heights ℎ𝑖  (where 𝑖 =

1, 2, … , 25), in 2 mm increments regarding an initial location (𝑧 = 0). In each 

position ℎ𝑖, the skeleton positions of all the lines projected, represented by the 

matrix 𝑇 were calculated with the same methodology used for the test object. 

Subsequently, the displacements 𝑠(𝑥, 𝑦) of the skeleton positions obtained in each 

position ℎ𝑖, regarding the position 𝑧 = 0, were determined. The values of 𝑚(𝑥, 𝑦) 

and 𝑛(𝑥, 𝑦) of each projected pixel of Eq. (5.2) were obtained by means of Eqs. 

(5.18) and (5.19), respectively. The values of 𝑎1(𝑥, 𝑦) , 𝑎2(𝑥, 𝑦) , 𝑎3(𝑥, 𝑦) , 

𝑏1(𝑥, 𝑦) and 𝑏2(𝑥, 𝑦) of Eqs. (5.18) and (5.19) were calculated using the Eqs. 

(5.20), (5.21), (5.22), (5.23) and (5.24), respectively. Figs. 5.14.(a) and 5.14.(b) 

show a map with the distribution of values in each pixel of 𝑚(𝑥, 𝑦) and 𝑛(𝑥, 𝑦), 

respectively. 

 

 

Figure 5.14. (a) and (b) distribution of the 𝑚(𝑥, 𝑦) and 𝑛(𝑥, 𝑦) values 

obtained by the calibration process, respectively. 

(a) (b) 
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In Fig. 5.15.(a), the reference planes reconstructed by Eq. (5.17) are shown 

for the heights 10 mm, 20 mm, 30 mm, 40 mm and 50 mm, respectively. In Fig. 

5.15.(b) the distribution of the RMS error values for each height value is shown. 

It is important to highlight the results of Fig. 5.15.(b), which shows that within the 

calibrated range of heights, in the worst case, our measurements will have an 

approximate RMS error of 0.055 mm, and an average RMS error of 0.02 mm. The 

results evidence the high accuracy obtained by our calibration proposal based on 

reference [10]. 

 

 

Finally, after obtaining the distribution of values 𝑚(𝑥, 𝑦) and 𝑛(𝑥, 𝑦) for 

each pixel projected onto the reference plane, and also obtaining the displacements 

𝑠(𝑥, 𝑦) of test object regarding the reference plane of all projected color lines, the 

3D coordinates of the surface of the object in units of millimeters are obtained by 

Eq. (5.2). The result of the reconstructed test object in units of millimeters with 

high pixel density is shown in Fig. 5.16. 

The efficiency of our proposal was also applied to other test objects shown 

in Figs. 5.17.(a) and 5.18.(a), where fine details of the surface of the objects were 

obtained. These good results with high pixel density are shown in the Figs. 

5.17.(b) and 5.18.(b), respectively. 

(a) 
(b) 

Figure 5.15. (a) Reference planes reconstructed through the calibration 

process. (b) Distribution of the RMS error for each value of ℎ𝑖. 
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Figure 5.16. 3D shape of the object with high pixel density in units 

of millimeters at different viewing angles. 
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Figure 5.17. (a) Second test object. (b) 3D scanning of the second under test. 

(a) 
(b) 

(a) (b) 

Figure 5.18. (a) Third test object. (b) 3D scanning of the third under test. 
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5.9 CONCLUSIONS  

In this chapter, 3D scanning of objects by the projection of a set of gratings with 

color structured multi-line was proposed. The proposal allows obtaining the 3D shape of 

objects with low-resolution by processing a single captured image of the gratings (see 

Fig. 5.12. (b)); results are comparable with references [25, 26, 31, 33]. In addition, by 

processing all the images captured from the gratings, the 3D shape of objects with high 

pixel density was obtained (see Figs. 5.16, 5.17 and 5.18), with the merit that the capture 

time of the images is 40 times faster compared to one light line projection technique [16]. 

This broadens the range of possibilities for future applications of techniques based on 

displacement of the light line. 

The discontinuous light lines of the captured images were considerably reduced by 

using the morphological dilation operation. This significantly reduces the complexity of 

the grouping process of the line segments, which is a crucial step for the correct 

performance of our proposal. 

Finally, three-dimensional measurements of objects were obtained in units of 

millimeters with errors less than 0.06 mm (see Fig 5.15. (b)) by means of a calibration 

method based on reference [10] which allows obtaining the distances between optical 

elements and each pixel projected on an object without the need to measure them directly. 
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6 CHAPTER 6: GENERAL CONCLUSIONS AND FUTURE 

WORKS 

In this thesis, three types of 3D scanning methods of objects through calculating the 

displacement of the light lines by extraction of the skeleton were presented. Each 

proposed method allows us to give the following general conclusions. 

Regarding 3D scanning by projection of white light profiles, the main contribution 

was to use the projection of three types of light profiles (Gaussian, triangular and 

sinusoidal), digitally generated by a multimedia projector, and to implement the 

respective algorithms to each profile to obtain the skeleton of the projected light line. The 

efficiency of the use of light profiles in 3D scanning of objects was quantitatively 

evaluated in terms of accuracy and processing time. Our results conclude the use of light 

projection with Gaussian profile to obtain more accuracy in the topography measurement, 

and the use of light with triangular profile to considerably improve the processing time 

and to obtain fast results. Depending on the application, in some situations accuracy or 

speed of measurements is required, therefore, the findings of the analysis of the white 

light profiles will allow us a better criterion to choose the most suitable profile to improve 

the performance of the technique and get convenient results on any application in 

question. It is important to highlight the use of the projector as a light source, instead of 

the traditional use of laser, since it avoids speckle noise, that is one of the most important 

factors that deteriorate the images of the light line and has an unfavorable influence on 

obtaining the skeleton and subsequently on the accuracy of the measurements. 

Extending the study of the previous proposal, we proposed 3D scanning of object by 

projection of three color lines with Gaussian profile. The contribution of this proposal is 

that it allows simultaneous scanning in different areas of the object under study, 

optimizing in this way the number of images and the capture time compared to the 

projection of one light line. It is important to mention that to carry out this study, the color 

channels (red, green, and blue) were taken advantage of and were implemented 

segmentation algorithms by color which do not require threshold values, are robust to the 

color and reflectance of the object's surface, and ambient lighting.  

Finally, based on the findings of previous studies, we propose 3D scanning of objects 

by color structured multi-line projection with gaussian profile. The main contribution of 

this proposal is to obtain the 3D shape of objects with high pixel density and precision, 
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with the merit that the image capture time is 40 times faster compared to the projection 

technique of one light line since only 14 images were necessary to process. The time for 

capturing the images through our scanning system was 0.47 s, which allows expanding 

the possibilities of future applications of this technique in the scanning of objects in 

motion or whose shape is variable over time. Other valuable contributions of this study 

were the proposal of a calibration method which allowed us to reach an RMS error of 

0.055 mm in the measurements of the object heights; in addition, algorithms were 

implemented to reduce the number of broken lines, which allows the grouping process of 

the proposed light lines to be simpler and more efficient. Finally, it is important to 

mention that it was not necessary to implement complex phase unwrapping algorithms 

and the displacement of the light line was measured directly by skeletonization. 

The criteria for choosing the proposals given in this thesis for scanning objects will 

depend on the complexity of the surface of the object and the requirements of the 

application, in case a high precision or speed of measurement is needed in the scanning. 

The following future works are proposed:  

Using a multimedia projector as a light source allows controlling the intensity of each 

projected pixel (impossible to control with laser light projection), that is why we propose 

the development of new methods that allow controlling the intensity of the projected light 

line based on the local reflectivity of the object's surface with the purpose of improving 

the contrast of light lines and greatly reducing discontinuities caused by low illumination 

in some areas of the surface. This study will increase the performance of object scanning. 

The good results obtained in the scanning of objects were due to the fact that the 

skeletonization of the light lines was done through the use of Bezier polynomials of order 

11; however, the order of the polynomial can lead to an overestimation or underestimation 

of the points that are fitted to the function. Therefore, we propose to develop algorithms 

where the order of the Bezier polynomials can be adaptive which may decrease 

unnecessary computational time for relatively smooth objects. 

To apply the algorithms of structured light projection with triangular profile in the 

multi-line color scanning to increase the efficiency of the images processing time. 

Increase the geometric versatility of the proposed scanning systems by calibrating 

the camera-projector pair. The points of correspondence between the projected pixels and 
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the pixels of the captured images will be obtained directly by the displacement of the light 

lines. Knowing the correspondence points, the object coordinates in three-dimensional 

space will be a function of the intrinsic and extrinsic parameters of the camera and the 

projector. This proposal will be based on the references [81, 82]. 
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