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Abstract

This thesis develops the basis for the design and construction of a power generation sys-

tem for application in unmanned aerial vehicles (UAV) with quadrotor structure. This sys-

tem is integrated by a power generation stage, with two-stroke internal combustion engine

of two Horse-Power (HP) coupled with a brushless Altern Current (AC) motor. In particular

we will focus more on the second stage that is rectification and voltage regulation. In this

work a three-phase controlled rectifier is proposed, modeled, and simulated for this pur-

pose a robust adaptive control is implemented to regulate the output voltage or current and

to adapt even when the output load is unknown or changes. The mathematical model was

worked in d− q space and the controller was designed considering this model in which the

states id (direct current) iq (reactive current) and vo (system output voltage) are controlled.
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CHAPTER 1

Introduction

Developments in the control systems of unmanned aerial vehicles (UAVs) havemade them

more robust and maneuverable, which has made possible their progressive introduction

into the daily and working life of society. Similarly, the advance of Artificial inteligence

(AI), Simultaneous mapping and localization (SLAM), and robotics in general, has made

possible the search for applications in diferents fields for example social, agricultural and

industrial, so these vehicles have been increasingly introduced. One of the first limitation

in UAV’s especially multirotors is the flight time autonomy, having an average of fifteen -

twenty minutes depending on flight conditions, vehicle weight, payload and environmental

conditions. To solve this problem several strategies have been proposed to make UAV’s

flights more efficient in specific tasks. Within this work, the construction of a modular elec-

tric mini-generator is proposed as an option for quadrotors. This project is very broad and

complex due to the different systems that integrate it. Therefore, we will limit ourselves

to a specific problem without abandoning the construction of a prototype and performing

basic tests of electrical generation. In this work preference is given to the three-phase rec-

tification stage, a robust adaptive control is proposed and designed for voltage regulation

of a controlled three-phase rectifier.
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Figure 1.1: First prototype of a modular three-phase mini-generator for quadrotor applica-

tions.

This thesis is organized in the following sections: In Chapter 1 different studies related to

UAV time-of-flight solutions are presented, the problem is stated as well as the objectives

and justification of the project. In the Chapter 2, the state of the art corresponding to the

specific problem to be solved is presented. In Chapter 3 the whole theory for the control

of the proposed three-phase rectifier is developed, whose objective is the regulation of

voltage and current and to achieve a reactive current equal to zero, which allows maintain-

ing power factors close to one. Chapter 4 presents the performed experiments and their

results, first, the comparison of three controllers which are simulated is presented. Later

a SITL (Software in the loop) simulation of the adaptive robust rectifier and its results are

presented. Subsection 4.2.1 presents the progress currently being made in the construc-

tion of the generator. Finally, in the Section 5 the conclusions of this work are presented

as well as the future works and scope that this work could have.
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1.1 Background

1.1.1 Hybrid UAVs

Hybrid or flight transition vehicles are vehicles that integrate the flight characteristics of a

multirotor and those of an airplane. In this way, it is possible to have vertical take-off and to

move horizontally [1]. The orientation of this depends on the speed of each of its engines,

these vehicles are robust to withstand external loads, have good stability and travel long

distances in a short time. Fixed-wing UAVs commonly known as airplanes have an engine

at the front for propulsion and a rudder to steer the vehicle. One of their advantages is that

they can travel long distances in a very short time. The disadvantage is that they cannot

remain in a fixed position and must always be in motion. Multirotors have the characteristic

of taking off in a short space, fixing and maintaining their position at one point and rotating

on their axis [2] [3]. The drawback is that they are vehicles that consume too much energy

due to the number of motors in them. VTOLs, tiltrotors and tail-sitter, are hybrid UAVs that

contain both features in the Figure (1.2) shown are two examples of vehicles with hybrid

flight mode, which are used in various tasks. This vehicles reduce the disadvantages

they have separately. Even so, the flight time is the same. In the following sections we

analyze alternatives on vehicles that improve performance and flight time, increasing the

productivity with the use of UAVs.

In the case of VTOL aircraft, the advantages are a smaller launch and recovery area, rapid

deployment and translation capabilities. Each of these capabilities makes this aircraft an

optimal choice for certain sectors, such as precision agriculture [4], emergency response

and transportation [5]. For example, the ability to launch an aircraft vertically and without

the need for a runway makes these aircraft incredibly attractive to farmers. For example

collect aerial imagery without the burden of launching a manned aircraft that often requires

a runway. For those working in emergency response, the ability to quickly deploy an aircraft

is essential. VTOL aircraft easily meet this need. They can quickly deploy to hazardous

areas that may be difficult for humans to access. The final advantage of VTOL aircraft

lies in their translational flight capability. They can easily move quickly, slowly, longitudi-
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nally and laterally. Although these vehicles show advantages, the flight limitation remains

a problem to be solved. The future of VTOL drones is largely driven by innovative tech-

nologies. Advances in robotics, remote sensing, and aviation sustainability have directly

contributed to improvements in the design and operation of these aircraft. What were once

considered limitations are now technological breakthroughs.

(a) Tail sitter UAV used in various tasks, espe-

cially in precision agriculture [6].

(b) VTOL ”Sierra” is used for border surveillance,

infrastructure inspection, naval operations, refer-

ence tracking [7].

Figure 1.2: UAVs with hybrid flight modes, these are used when long distances are re-

quired in a short time, since it has the characteristics of a multirotor it can maintain position.

The disadvantages of the VTOL aircraft platform include energy efficiency, airspeed limita-

tions, and lower operating altitude capabilities. Given the recent emphasis on aviation and

aircraft sustainability, energy efficiency ratings are a key consideration not only for VTOL

aircraft but for all platforms [8].
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Figure 1.3: The evolution of solar airplanes in the ERAST project [12].

1.1.2 Solar energy

On the other hand, there are also alternatives where the main source of energy is solar

energy obtained through photovoltaic cells, that transform photons into electrical energy

from the photoelectric effect [9]. The conversion efficiency of photovoltaic modules will

depend directly on the type of photovoltaic cells used. Commercially available solar cells

have conversion efficiencies ranging from 14% to 22% [10]. Monocrystalline silicon cells

have higher conversion efficiencies than amorphous or polycrystalline cells, but are more

expensive due to their wafer structure; they are also more fragile. Amorphous or thin-

film solar cells are lighter and have a higher resistance to bending. They allow simple

implementations on curved surfaces and have the lowest conversion efficiency range of 6

to 14% [11].

Due to the power generated over square meter ratio they are commonly implemented

in low-power fixed-wing vehicles. The level flight power requirement of solar-powered

aircraft has a cubic relationship to level flight speed. Solar-powered aircraft typically fly at

relatively low speed to compensate for gravity, solar-powered aircraft should have a higher

lift coefficient than conventional aircraft. As this ratio is the power generated concerning

the size of the solar cell, in general large solar cells are used for the required power.

But the cells must also be capable of supplying the power required to lift the vehicle for
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Figure 1.4: A typical wing structure with solar cells [13]

this same reason, the UAVs currently known that use solar energy as a source are fixed-

wing vehicles and as can be seen in the Figure (1.5a) are peculiar designs in which the

sustainability of the vehicle is exploited as much as possible by taking advantage of the

gusts.

In the design of vehicles, the cell itself is considered as part of the wing structure, which

means that the cell is made in the shape of the wing so that cells with larger dimensions

can be used to capture solar energy [14] [15]. Flights in the atmosphere depend only on

solar radiation, as its main source of energy and the amount of energy produced depends

on factors such as the geographical location of the vehicle, the orientation of the solar

photovoltaic array concerning the sun, and the local meteorological condition. For this

reason, research on these aircraft focuses on wing design [16] to capture the maximum

amount of lightning regardless of orientation As shown in the Figure (1.4), and energy

management methods are used to allow the unused charge to be stored for when the

system requires it, and route planning is used to efficiently plot routes that require the

least possible energy expenditure. The research of these vehicles is aimed at reducing

the dimensions of the solar modules, to reduce the weight.

As in the previous point, academic but not commercial VTOL prototypes have been de-

veloped integrating solar cells [17] [18]. This research although very recent is interesting

since they have controls that modify the morphology of the wing adapting to the orientation
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in which the sun is located as shown in the Figure (1.5b). As in airplanes, the structure

is built with the same solar cell. So they have the advantage of taking off and sustaining

the flight vertically and traveling long distances for a long time as long as there is enough

energy.

(a) The test flight of the Sky-sailor [19].
(b) Tail sitter powered with solar energy [18].

(c) Solar-powered Sentera

quadrotor, these quadrotors still

have limitations, because the cells

must supply the power needed for

the four engines at takeoff [20]

Figure 1.5: Different configurations of UAVs are powered by solar energy, fixed-wing ve-

hicles are the most efficient using this alternative, while multi-rotors require more power

due to the number of motors that must always sustain their flight.

In the quadrotors, the challenge becomes more interesting due to the number of motors

available, more motors mean more energy expenditure. For this reason, more efficient

cells and a larger frame must be selected. The size of the quadrotor UAV is also influ-

enced by the allowable operating irradiance and temperature conditions. Designing for

low irradiance conditions results in large size and high-cost UAVs, but generates excess

energy during high irradiance cycles. Small-scale solar quadrotors have been developed
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as shown in Figure (1.5c). In the work of [20] and [21] who have a quadrotor that requires

a power of 1KW (Kilowatts) which is a lower power than that required in this work.

1.1.3 Hydrogen cells

Recently fuel cell-based power system for unmanned aerial vehicles has become a hot

research topic in the aviation industry and academia [22] [23]. The most mature and com-

mercially available lightweight fuel cell systems for UAV applications are proton exchange

membrane (PEM) fuel cells [24] powered by compressed hydrogen. In a hybrid fuel cell

system (FCHS) [25] the fuel cell is the primary power source and the battery is the sec-

ondary power source. Ideally, the fuel cell provides continuous power and the battery gives

the system a better response to dynamic loads. Response to dynamic loads provides re-

dundancy and serves as a power reserve for emergency landings. The subsystems of a

hybrid fuel cell system are fuel cell, balance of plant (BoP), hybrid battery and hydrogen

storage. The balance of plants includes the control electronics, thermal and moisture man-

agement systems, etc in the Figure (1.6a) can see an example hybrid fuell sistem used

in quadrotors while the Figure (1.6b) shows only the hydrogen cell module. The fuel cell

configuration determines the power rating. The system has a certain empty weight and

it is the hydrogen storage, the hybrid battery that determine the amount of energy in the

system. A significant difference between a hybrid fuel cell system for fixed-wing UAVs

and multirotor drones is the fuel cell and battery or the degree of hybridization. In general,

fixed-wing UAVs have a relatively low and constant cruise power demand. The fuel cell

is sized to match that power consumption, reducing the role of the hybrid battery to pro-

vide primary power for climb and maneuvering. Thus, the fuel cell can operate in much

more ideal conditions and have a smaller and lighter hybrid battery. The energy demand

of multirotor drones is typically higher than fixed-wing drones and the load profile is more

dynamic [26]. Therefore, fuel cells must have a higher power rating and have a more ac-

tive hybrid management system with a larger battery component. This increases the mass

of the power system and introduces some additional challenges.
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(a) Quadrotor using a fuel cell system, as a

substitute for batteries, is integrated by, fuel

cell, the balance of Plant (BoP), hybrid bat-

tery, hydrogen Storage [27].

(b) 2.4kW Fuel Cell Power Modules for drones,

Intelligent energy [27].

Figure 1.6: Intelligent Energy is a fuel cell engineering company focused on the devel-

opment and commercialization of its PEM fuel cell technologies for a variety of markets

including automotive, stationary power, and unmanned aerial vehicles.

1.1.4 Fuel engine

Another alternative that has been working is the use of combustion engines as a power

source for the vehicle, this alternative is not very new since the first vehicles that were con-

sidered UAVs had a combustion engine controlled autonomously or semi-autonomously. It

is very common to find UAVs with aircraft configuration using combustion engines [28] [29],

these are used in security tasks, mapping and study of minerals grounds or high risk for

the population. But it is not common and neither has been studied in depth the use in

multi-rotors. As mentioned UAVs with airplane configurations require only one engine to

propel themselves, adding that the energy expenditure is much lower because they glide

with the help of the wings that integrate it. So these vehicles only require control on a

single-engine, but to advance in pitch can be integrated propellers that vary the angle of

attack.

There are more advanced UAVs in which a generator transforms the mechanical energy

transmitted from the combustion engine to electricity [30] is integrated, energy is stored

to power the entire electrical system of the vehicle. During a certain time it works by fuel,

in this flight stretch the generator will charge the batteries that later through a mechanism

will make the change so that it functions by an electric motor, this gives more flight time.

For example, as shown in the Figure (1.7) can be made VTOLs vehicles which during the
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cruise flight mode using the combustion engine but during this stage [31] [32], the engine

will also be able to generate electricity and then store it to power the four brushless motors

which serve for the hover flight mode. Adding the characteristics of these vehicles now

with a greater flight capacity we have vehicles that can travel long distances and have

longer flight time.

(a) Flydragon company’s commercial hybrid

VTOL [32]. (b) Academic prototype of VTOLwith electric gen-

erator [32].

Figure 1.7: This configuration of VTOL allows to propel with the combustion engine, and the

same time allows to generate energy for the brushless motors, these have a mechanism

that decouples the combustion engine and now acts as a brushless motor.

As in airplanes, there are two alternatives: using a single combustion engine to propel the

vehicle or replacing the batteries with a mini generator that distributes power to the four

electric motors.

Let’s start with the first configuration. In articles [33] [34] a only combustion system is

integrated in a quadrotor that have a mechanism with a series of pulleys that will distribute

the movement to four propellers in the Figure (1.8a) can be visualized in a better way. But

now something that distinguishes common quadrotors is that the trust and pitch, as well as

the stability of the vehicle to disturbances is given by the revolutions that each engine will

have. Giving a simple example if we move in trust required that all engines carry similar

revolutions if we move in pitch the rear engines will give more revolutions than the front

ones. In the quadrotors with a combustion engine, this does not exist to move in pitch

only needs the combustion engine of sufficient power to generate a thrust if it is required

to be maintained in a fixed position the engine will maintain its revolutions. Now if we

want to move in pitch or roll, these have variable pitch propellers [35] or variable angle

11



of attack, which can be seen in the figure 1.8b this mechanism is common in helicopters

and aircraft. To change the atack’s angles only requires a servomotor that the degrees

to which the propeller will be. Then how the air will be distributed for propulsion will be

different. So something that has been working on these vehicles is the development of

control algorithms to vary the angle of attack and achieve the stability and movement that

you have with a conventional quadrotor.

(a) Pulley mechanism to distribute power

from the combustion engine to the four pro-

pellers [33].

(b) Variable pitch propeller configuration, this

mechanism allows moving on pitch and roll [35].

Figure 1.8: The belt-pulley mechanism that distributes the mechanical power from the

combustion engine to the 4 propellers. Also the variable pitch propeller mechanism be-

cause the speed of each engine cannot be controlled to move in x, and the angle of attack

must be modified, through a servomotor in each propeller.

Due to this problem, another alternative is to design mini generators that porduces the

power to propel the vehicle. This mechanism consists of a combustion engine with the

necessary power required by a quadrotor, then the next stage is to transform that me-

chanical energy into electrical energy. For a very low KV brushless motor requires few

revolutions to generate electricity but high torque. The next stage is the rectification, be-

cause the motors are three-phase, the rectification stage is very important in this system,

with the following objectives:

1. Converting a three-phase system to a dc system.

2. Current or voltage regulation.

3. Correct the power factor and maintain it at a value close to one.
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4. Eliminate the presence of harmonics in the current.

The system have two controls: The first is a speed control due to atmospheric pressure

variations in the engine. The second control is for the rectification stage because a conven-

tional rectifier cannot be used due to the generation of harmonics at the input of the system,

which causes a low power factor and damage to the source due to heating. The Figure

(1.9) shows two generators used in multirotors and currently available on the market.

(a) Walkera’s first mini-generator prototype

may be capable of being used in demanding

quadrotors, mainly in surveillance and agri-

cultural tasks [36].

(b) Second version of walkera minigenerator [36].

Figure 1.9: The first and second model of electric generator was marketed by the company

Walkera, which is the leading company in creating these electric generators.

Subsystems of an electric mini-generator for quadrotors

Based on the work of [37] and [38] who has designed a minigerator for quadrotors, they

propose to divide the system as follows in three susbsections.

The first subsystem is composed of a combustion engine, either four-stroke or two-stroke,

which is in charge of mechanical power generation. The first is less complex engines

because they have fewer components, they are engines with high revolutions, lower torque

and operate from fuel with oil mixture. They work with glow plugs because the explosion

temperature is lower than that of gasoline which requires no control for the crankshaft

position. As a disadvantage, they are engines that are usually more polluting and simple
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Figure 1.10: Diagram of the integration of a mini-generator from a brushless motor, for use

in multirotors [37].

in the control algorithms that can be applied. For the implementation in generators it is

necessary to implement gears-transmission to reduce the speed and increase the torque.

On the contrary with 4-stroke engines, although they are engines with more components,

they are engines with low revolutions, high torque and they run on gasoline which reduces

the fuel cost.

The second stage is the conversion of mechanical energy into electrical energy by coupling

a brushless motor. These motors are used in UAVs and operate with alternating current

(AC). Now, since the brushless motor is not the one that generates the movement, but

rather it receives the revolutions of the combustion engine, this now works as an electric

generator and now the output of this motor is a three-phase AC signal. The brushless mo-

tors are classified by their KV (revolutions per voltage) refers to the constant of revolutions

of a motor, in short, the number of revolutions per minute (rpm) that will be able to offer

when applied 1V (one volt) voltage. This number depends on many factors such as the

number of turns, diameter of the copper wire used in the winding, power of the magnets

and geometry of the motor. A high KV motor offers a higher number of revolutions and

these are used in racing quadrotors, they are motors with higher torque by which are used
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in larger quadrotors or that require loading some external mass. When using a brushless

motor as a generator, a low KV motor should be used, because it requires less rpm to start

producing voltage, and because it has more torque it will be able to supply the necessary

amperage for the quadrotor.

Finally, the third subsystem consists of the rectification stage of the system. A quadrotor

works from a dc voltage, for this reason it is necessary to rectify the signal obtained from

the brushless motors in addition to regulating the voltage or current. There are two main

types of rectifiers, controlled and uncontrolled both serve to convert ac signals to dc. The

difference lies in the efficiency and cost of the circuit, the controlled rectifiers are usually

more expensive than the uncontrolled because, in addition to integrating the diodes, it

must also integrate transistors to control the pulse that will reduce noise in the signals and

regulate the voltage. An uncontrolled rectifier is usually much more economical but this

produces harmonics at the input of the rectifier, which causes power losses and heating in

the lines by which it is necessary to add filters. The uncontrolled rectifier by itself can not

regulate the voltage or current for which requires a buck-boost circuit, this is an active circuit

that requires a pwm signal to regulate the voltage, to require a pwm signal is necessary to

implement a control algorithm that takes as reading the output voltage of the system. In the

work of [37] an uncontrolled rectifier is used in figure (1.11) in which there is the problem

of voltage regulation, without the ability to take into account the variable load of the UAV.

Later in the work [38], a buck-boost circuit showed inf figure (1.12). is implemented to

regulate the voltage and current in the rectifier, however, it is necessary to add a filter to

avoid power factor problems.

1.2 Problem definition

The flight autonomy of UAVs is one of the main problems limiting the tasks they can per-

form. Having flights of 15 - 20 minutes plus the time it takes to charge a battery. In the

previous section, we studied some of the strategies that have been taken to optimize flight

time, alternative sources of power generation, concluding with the implementation of three

phase brushless generators.
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Figure 1.11: The electrical and electronic system of the mini-generator, the electrical part

is integrated by the brushless motor that delivers three phases of voltage in alternating

current, because of this it must go through a rectification stage. The electronic part is

integrated by an uncontrolled rectifier, this does not allow to regulate of the voltage and

requires external filters at the input of the rectifier to avoid distortions in the current and the

appearance of harmonics [37].

Figure 1.12: Buck-boost circuit used to regulate the DC voltage obtained from the rectifier,

despite regulating the voltage it is not able to correct the harmonics at the rectifier input [38].

1.2.1 Problem statement

Brushless generators produce three-phase currents that must be rectified and regulated

for use in quadcopters. The main problem with uncontrolled rectifiers is that they do not

regulate voltage or current and are harmonic generators, having power losses. The imple-

mentation of controlled three-phase rectifiers can regulate voltage or current and reduce

power losses. Controlled rectifiers require a control algorithm for their operation, so they

are more complex in their operation. It should also be considered that the rectifier must

contemplate that the quadrotor’s load value is unknown and can change its value. Be-

cause of this, we propose the implementation of a robust adaptive control that considers

disturbances in the output of the system as well as possible changes in the load.
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1.3 Justification and objectives of the thesis

1.3.1 Justification

quadrotors applications have increased in recent years with flight time being one of the

main constraints on task performance. For this reason, a modular device is required to

increase flight time autonomy.

1.3.2 Main objective

The main objective of this project is to model a controlled three-phase rectifier as well as

to design a robust adaptive control for voltage regulation. It also establishes the basis for

the construction of a prototype of a three-phase generator for quadrotor applications.

1.3.3 Specific Objectives

• Mathematical modeling of a controlled three-phase rectifier

• Design a robust adaptive controller for voltage regulation and output load estimation.

• Perform tests of the proposed control

• Perform a software in the loop simulation for adaptive robust control

• Design and build a prototype generator for quadrotor applications.

1.4 Hypothesis

The implementation of a robust adaptive control in a controlled rectifier will allow the reg-

ulation of the voltage or current as desired, even when the output load is unknown and

variable.
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CHAPTER 2

Theoretical background

The analysis of the rectifier regulator is a very studied subject in both single-phase and

three-phase applications due to its multiple utilities [39–41]. Some of the problems in

three-phase rectifiers are the appearance of harmonics in the current and the correction

of the power factor [42, 43], this is because the uncontrolled rectifiers are harmonic gen-

erators, resulting in power losses. Of equal interest is the regulation of the output voltage

or current to avoid damage caused by non-regulation in the range of the equipment that

uses it. Currently regulating the current and voltage, in addition to maintaining power fac-

tors close to one, is an open problem, now adding external problems such as disturbances

and unknown variable loads. In this work, an adaptive robust control is proposed for a con-

trolled three-phase rectifier of six switches which solves the problem of voltage and current

regulation, in addition to maintaining the reactive current at zero, which allows maintaining

power factors close to one.

There are two main classes of rectifiers: uncontrolled rectifiers [44] and controlled recti-

fiers [45]. The first class has the disadvantage of generating harmonics on the AC bus,

which results in power losses and even damage to the equipment. Among the advantages

of controlled rectifiers are power factor correction, voltage and current regulation. Due to
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the nature of the system this is nonlinear, therefore in the literature several nonlinear strate-

gies have been proposed to achieve system stability, differing the states to be controlled.

The following are works related to the control of three-phase rectifiers whose objectives

are different. Nonlinear controllers have been proposed for current regulation [46] and to a

lesser extent for voltage regulation since it becomes more complex the voltage distribution

in its control. Within the literature, sliding mode control has been proposed [47–51], its

application stands out when there is a variation or unbalances in some parameters such

as the output load or capacitor, it takes into account possible bad measurements in some

states. The sliding mode technique allows voltage regulation in situations that cause un-

dershoot or overshoot disturbances in the voltage output. Another method used, although

to a lesser extent, is the back steeping control [52], which focuses on reducing the harmonic

distortion caused by loads disturbances or the nature of the system itself. The passivity-

based control [53,54] has the advantage of using few parameters has good dynamic char-

acteristics and high accuracy of current control, and great robustness to high and low fre-

quencies. Now due to demand in automotive, renewable energy, and aerospace systems,

predictive controllers are employed to smoothly regulate the DC voltage in the presence

of fast frequencies, works on electrical generators that has used from the mechanical en-

ergy produced by the turbine of an aircraft, this energy is then used to power the aircraft

electronics. Lyapunov stability analysis has been extended for predictive controllers to

determine the optimal voltage vector [55]. Although some nonlinear controllers have been

designed with a tested stability limit [56,57], but the given limit for the grid current below a

specific value is still not guaranteed. Finally, and the control technique of interest is adap-

tive controls. Adaptive control is used when the system parameters are unknown [58–60],

this parameter can be some impedance, capacitance, usually considered when the output

load is unknown, for example, the work of [61] is proposed to regulate the output voltage

of the dc-link as well as follow a desired current reference for three-phase power rectifiers.

More specifically, an efficient adaptive controller is established in the outer loop to regu-

late the output voltage of the dc-link in the presence of external disturbances. For control

design and modeling several papers report the use of the synchronous d-q transform to

model the circuit, in addition, it is common to use the d-q model for control design [62].
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Table 2.1: Comparison of related state-of-the-art research.

Feature [NLAC] [58] [46] [60]

Voltage regulation 3 3 7 3

Current regulation 3 7 3 3

Control technique Adaptive nonlinear control Output-feedback nonlinear adaptive Nonlinear Adaptive

Lyapunov analisys 3 3 3 3

d-q transform 3 3 3 3

SITL 3 3 3 7

real test 7 7 7 7

Stability Globally exponentially Globally exponentially None Locally asymptotically

As mentioned above, in this work, adaptive nonlinear control is implemented using the d-q

form to regulate the output voltage and control the output current.

Table 2.1 shows a comparison between the characteristics of some of the most relevant

state-of-the-art controls and the one proposed in this work.
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CHAPTER 3

Methodology

3.1 Modeling

In this section, we develop the mathematical model used for control purposes from the

voltage equation of Fig. 3.1.

Let consider that the input AC voltage is a balanced three-phase supply given by

ea(t) = Em cos (ωt)

eb(t) = Em cos
(
ωt− 2π

3

)
ec(t) = Em cos

(
ωt+

2π

3

)
,

(3.1)

whereEm is the phase voltage’s amplitude and ω is the angular frequency; both correspond

to the power source. From Figure (3.1) it is easily to get the following time-dependent
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Park´s 
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nonlinear cont
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Figure 3.1: Three-phase rectifier model. For several critical applications, the electrical load

represented by RL slowly varies in time. To cope with it, we propose an adaptive control

approach.

differential equations

Σ :


L d

dt
ia = −Ria − 1

2
pavo + ea(t)

L d
dt
ib = −Rib − 1

2
pbvo + eb(t)

L d
dt
ic = −Ric − 1

2
pcvo + ec(t)

(3.2)

Ω :

{
C d

dt
vo =

1
2
(paia + pbib + pcic)− 1

RL
vo, (3.3)

where subsystem Σ represents the three-phase current, and subsystem Ω is the dynamics

of the DC output voltage. The resistance and inductance of the boosting inductor are given

byR and L, respectively. C is the capacity of the DC side filter capacitor; RL is the resistive

load. The input line currents are ia, ib, ic, while the output DC voltage is vo. The pa, pb, pc
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are bipolar functions defined as

pi =

+1, Si closed,

−1, S̄i closed,

for i = {a, b, c} (3.4)

where Si and S̄i represent the switching function conducted by the semiconductor switch

in the rectifier.

Since equations(3.2)-(3.3) are time-varying differential equations, they result to be not

amenable to analysis and control design. Thus, it is desirable to transform equations

(3.2)-(3.3) to time-invariant differential equations. With this aim, we use a linear trans-

formation called the Park’s transformation [63], [64]. The Park’s transformation converts

the a− b− c variables to the so-called d− q − 0 variables. Such a transformation is given

by

P =
2

3


cos (ωt) cos

(
ωt− 2π

3

)
cos

(
ωt+ 2π

3

)
sin (ωt) sin

(
ωt− 2π

3

)
sin

(
ωt+ 2π

3

)
1/2 1/2 1/2

 (3.5)

with inverse given by

P−1 =


cos (ωt) sin (ωt) 1

cos
(
ωt− 2π

3

)
sin

(
ωt− 2π

3

)
1

cos
(
ωt+ 2π

3

)
sin

(
ωt+ 2π

3

)
1

 . (3.6)

For the following computation we will use d
dt
P−1 given by

d

dt
P−1 =


−ω sin (ωt) ω cos (ωt) 0

−ω sin
(
ωt− 2π

3

)
ω cos

(
ωt− 2π

3

)
0

−ω sin
(
ωt+ 2π

3

)
ω cos

(
ωt+ 2π

3

)
0

 . (3.7)

To transform the system (Σ,Ω) to a time-invariant differential equations, we proceed as

follows. Let us begin with subsystem (Σ) in (3.2). The transformation from a − b − c
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variables to d− q − 0 variables through the Park’s transform is as follows:
id

iq

0

 = P


ia

ib

ic


︸ ︷︷ ︸

is

,


pd

pq

0

 = P


pa

pb

pc


︸ ︷︷ ︸

ps

. (3.8)

Notice that subsystem Σ can be represented in vector form as follows:

L
d

dt


ia 0 0

0 ib 0

0 0 ic

 = −


R 0 0

0 R 0

0 0 R



ia

ib

ic

− 1

2


pa

pb

pc

 vo +


ea(t)

eb(t)

ec(t)

 .

By using the Park’s transformation (3.5) and equation (3.8), from the last equation we

compute the following:

LP
d

dt

(P−1P
)

ia

ib

ic


 = −P


R 0 0

0 R 0

0 0 R

P−1P


ia

ib

ic



− 1

2
P


pa

pb

pc

 vo + P


ea(t)

eb(t)

ec(t)


(3.9)

and then,

LP
d

dt

P−1


id

iq

0


 = −


R 0 0

0 R 0

0 0 R



id

iq

0



− 1

2


pd

pq

0

 vo +


Em

0

0

 ,

(3.10)

since aPI3×3P
−1 = aI3×3 for any a ∈ R where I3×3 is the identity matrix of dimension three;
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and P


ea(t)

eb(t)

ec(t)

 =


Em

0

0

 holds from (3.1) and (3.5). Finally, from the last expression one

gets

L


did
dt

diq
dt

d0
dt

 = −


R 0 0

0 R 0

0 0 R



id

iq

0

− 1

2


pd

pq

0

 vo

+


Em

0

0

−


ωLiq

−ωLid

0


(3.11)

since LP d
dt
P−1


id

iq

0

 =


ωLiq

−ωLid

0

 holds from (3.7). Therefore, the system of equations

are:

Σid,iq :


did
dt

= −R
L
id − 1

2L
pdvo − ωiq +

Em

L

diq
dt

= −R
L
iq − 1

2L
pqvo + ωid.

(3.12)

On the other hand, notice that the measured voltages from the ground to the nodes a, b, c

in the circuit diagram depicted in Fig. 3.1 are given as [65]

vag =
1

2
(1 + pa)vo, vbg =

1

2
(1 + pb)vo, vcg =

1

2
(1 + pc)vo. (3.13)

From a simple circuit analysis, it is noted that ia + ib + ic = 0 (see Fig. 3.1). Therefore, the

output current can be computed as [65]

io =
1

2
pᵀsis. (3.14)
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Thus, from (3.8) we can express io in (3.14) in the d− q − 0 frame as follows

io =
1

2

P−1


pd

pq

0




ᵀ

P−1


id

iq

0

 =
3

4
(pdid + pqiq) . (3.15)

Then, from the Kirchhoff’s current law (1st Law) one gets

io = iL + C
dvo
dt

. (3.16)

Finally, combining (3.15) with (3.16) and using the Ohm’s law the dynamics of the output

DC voltage is

Ωid,iq :

{
d
dt
vo =

3
4C

(pdid + pqiq)− 1
RLC

vo. (3.17)

Therefore, the complete system is

Σid,iq :


did
dt

= −R
L
id − 1

2L
pdvo − ωiq +

Em

L

diq
dt

= −R
L
iq − 1

2L
pqvo + ωid

(3.18)

Ωid,iq :

{
dvo
dt

= 3
4C

(pdid + pqiq)− 1
RLC

vo. (3.19)

Now, let consider the case where the output DC voltage is disturbed by exogenous signals

varying with time. This scenario is given when noise or voltage variations due to changes

in the load are presented. We model the unknown voltage variations as an unknown dis-

turbance δ(t). Thus, the output model voltage is given by:

Ωid,iq ,δ :

{
d
dt
vo =

3
4C

(pdid + pqiq)− 1
RLC

vo + δ(t). (3.20)
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3.2 Control

The system under study and developed in the previous section is summarized next

Σid,iq :


did
dt

= −R
L
id − 1

2L
pdvo − ωiq +

Em

L

diq
dt

= −R
L
iq − 1

2L
pqvo + ωid

(3.21)

Ωid,iq ,δ :

{
dvo
dt

= 3
4C

(pdid + pqiq)− 1
RLC

vo + δ(t). (3.22)

By considering the system (Σid,iq ,Ωid,iq ,δ) we tackle two main problems:

Problem 1 (Robust stabilization) Let us consider the system (Σid,iq ,Ωid,iq ,δ), where the

load resistance RL is known. The problem is to find controllers (pd, pq) such that id con-

verges to idd, iq converges to 0, and vo converges to vdo , where (idd, v
d
o) are desired values.

The convergence must follow despite the presence of the unknown time-varying distur-

bance δ(t).

Remark 1 To obtain a unity power factor, the desired value for the state iq must be zero,

since eq is zero in steady state. Therefore, id results to be the magnitude of the input line

current.

The problem 1 inherently considers that the parameters (R,L,C,Em) are known. This

assumption is usually easily achievable, since the manufacturer gives such values in any

three-phase rectifier. The RL is also known in a variety of applications and is given by

the designer. However, in certain cases, RL is unknown or can vary in time. This case is

considered in the next problem.

Problem 2 (Robust and adaptive stabilization) Solve the problem 1 but considering the

lack of knowledge of the load RL.

Remark 2 In the problems 1 and 2, due to the underactuated and bilinear nature of the

system (Σid,iq ,Ωid,iq ,δ), it is only possible to stabilize id or vo to an arbitrary desired value,

not both at the same time. Thus, one can design controllers to stabilize the output DC
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voltage vo, or the d-axis line current id. In any case, the designer proposes idd (v
d
o), while vdo

(idd) is computed following the system restrictions;

Let us consider the following error definition:

e1 = id − idd, e2 = iq, e3 = vo − vdo (3.23)

with dynamics given by,

ė1 = −R

L

(
e1 + idd

)
− ωe2 −

1

2L

(
e3 + vdo

)
pd︸ ︷︷ ︸

u1

+
Em

L

ė2 = −R

L
e2 + ω

(
e1 + idd

)
− 1

2L

(
e3 + vdo

)
pq

ė3 =
3

4C

(
e1 + idd

)
pd︸ ︷︷ ︸

u2

+
3

4C
e2pq −

1

RLC

(
e3 + vdo

)
+ δ(t).

(3.24)

It is assumed that the unknown exogenous disturbance δ(t) in (3.24) meets the following.

Assumption 1 The unknown time-varying disturbance in (3.24) is bounded as,

|δ(t)| ≤ c
√

|e3|, (3.25)

where c is a positive constant.

The first main result is summarized in the following proposition.

Proposition 1 (Robust controller) Let us consider the perturbed error system given by

(3.24) with virtual control inputs defined by:

1

2L

(
e3 + vdo

)
pd := u1,

3

4C

(
e1 + idd

)
pd := u2, (3.26)

with desired values (vdo , i
d
d) chosen as it is explained in remark 3 and that the assumption
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1 holds. Then, the control law

u1 = −R

L

(
e1 + idd

)
− ωe2 +

Em

L
+ k1

√
|e1| sgn (e1)

u2 = − 3

4C
e2pq +

1

RLC

(
e3 + vdo

)
− k3

√
|e3| sgn (e3)

(3.27)

where,

pq =
2L

e3 + vdo

(
−R

L
e2 + ω(e1 + idd) + k2

√
|e2| sgn (e2)

)
(3.28)

and k1 > 0, k2 > 0, and k3 > c, globally stabilizes the origin [e1, e2, e3]
ᵀ = [0, 0, 0]ᵀ in finite

time.

proof 1 Let consider the candidate Lyapunov function, V = |e1| + |e2| + |e3| with time-

derivative along the trajectories of the error system (3.24) computed as:

V̇ = sgn (e1)ė1 + sgn (e2)ė2 + sgn (e3)ė3

= sgn (e1)
(
−R

L

(
e1 + idd

)
− ωe2 − u1 +

Em

L

)
+ sgn (e2)

(
−R

L
e2 + ω

(
e1 + idd

)
− 1

2L

(
e3 + vdo

)
pq

)
+ sgn (e3)

(
u2 +

3

4C
e2pq −

1

RLC

(
e3 + vdo

)
+ δ(t)

)
.

(3.29)

We substitute the control law (3.27) in the previous expression, and it follows that

V̇ = sgn (e1)
(
−k1

√
|e1| sgn(e1)

)
+ sgn (e2)

(
−k2

√
|e2| sgn (e2)

)
+ sgn (e3)

(
−k3

√
|e3| sgn (e3) + δ(t)

)
,

(3.30)

and from assumption 1 it follows that

V̇ ≤ −k1
√
|e1| − k2

√
|e2| − (k3 − c)

√
|e3|. (3.31)

Besides, it’s known that−
∑n

i=1 |xi|1/2 ≤−
√∑n

i=1 |xi| hence V̇ ≤−min {k1, k2, k3}
√

|e1|+ |e2|+ |e3|.

If we choose a = min {k1, k2, k3}, then, V̇ ≤ −a
√
V and the origin [e1, e2, e3]

ᵀ = [0, 0, 0]ᵀ is
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globally stable with convergence in finite time.

Remark 3 Notice that virtual controls (u1, u2) in (3.26) are both functions of the real control

input pd. This fact implies two important things: a) it is only possible to control the DC

voltage vo, or the d-axis line current, as it was explained in remark 2; and b) when one

arbitrarily chooses vdo (respectively, i
d
d) the desired value of idd, (respectively, v

d
o) must be

idd =
4(vdo)

2

6LRLα
,
(
vdo = ±

√
6LRLαidd

4

)
(3.32)

with α = −R
L
idd +

Em

L
. The latter desired values can be easily computed from (3.26) and

(3.27) when the closed-loop system has converged, i.e., for t ≥ t∗, where t∗ is the conver-

gence time.

3.2.1 Robust and adaptive control

Despite the robust controller (3.27) achieves to stabilize the error system (3.24) under

external disturbance δ(t), it is sometimes required to control AC/DC converters where the

resistive load (RL) is unknown or even can slowly vary with time. In such scenarios, the

controller (3.27) cannot present satisfactory results. With that aim, in this section, we

propose an adaptive and robust control that can cope with situations in which the resistive

load is unknown, and the external disturbances alter the output voltage. Thus, the following

analysis provide a solution to the problem 2.

Proposition 2 (Adaptive and robust control) Consider the errors for system (Σid,iq ,Ωid,iq ,δ)

defined by

ẽ1 = id − idd, ẽ2 = iq, ẽ3 = vo − vmo , (3.33)
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with dynamics

˙̃e1 = −R

L

(
ẽ1 + idd

)
− ωẽ2 −

1

2L
(ẽ3 + vmo ) pd︸ ︷︷ ︸

u1

+
Em

L

˙̃e2 = −R

L
ẽ2 + ω

(
ẽ1 + idd

)
− 1

2L
(ẽ3 + vmo ) pq

˙̃e3 =
3

4C

(
ẽ1 + idd

)
pd︸ ︷︷ ︸

u2

+
3

4C
ẽ2pq −

1

RLC
(ẽ3 + vmo )

+ δ(t) + amv
m
o − bmu

m.

(3.34)

together with the model reference for subsystem Ωid,iq ,δ given by

v̇mo = −amv
m
o + bmu

m, (3.35)

where (am, bm) are positive real numbers arbitrarily chosen with control 1

um =
1

bm

(
vdo + amv

m
o − κm

(
vmo − vdo

))
(3.36)

where κm > 0. Besides, consider that the assumption 1 holds and that exists a positive

constant am such that

am =
1

RLC
−Θ∗ (3.37)

with Θ∗ constant. Then, the adaptive-robust control

pq =
2L

ẽ3 + vmo

(
−R

L
ẽ2 + ω(ẽ1 + idd) + k2

√
|ẽ2| sgn (ẽ2)

)
u1 = −R

L

(
ẽ1 + idd

)
− ωẽ2 +

Em

L
+ k1

√
|ẽ1| sgn (ẽ1)

u2 = Θvo +Q∗um − 3

4C
ẽ2pq − k̃3

√
|ẽ3| sgn (ẽ3)

Φ̇ = −λẽ3vo

(3.38)

1The control (3.36) clearly globally exponentially stabilizes the equilibrium vmo −vdo of the model reference
system (3.35).
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where Φ = Θ − Θ∗, Q∗ = bm, λ > 0, k1 > 0, k2 > 0, and k̃3 > c, makes that the origin of

(3.34) asymptotically converge in the large.

proof 2 (Proof of Proposition 2) The proposition is proven through the Lyapunov theory.

We propose the radially unbounded candidate Lyapunov function:

W = |ẽ1|+ |ẽ2|+
1

2
ẽ23 +

λ−1

2
Φ2, (3.39)

whose time-derivative along the solutions of dynamics (3.34) and the last equation of (3.38)

is computed as:

Ẇ = sgn (ẽ1) ˙̃e1 + sgn (ẽ2) ˙̃e2 + ẽ3 ˙̃e3 + λ−1ΦΦ̇

= sgn (ẽ1)
(
−R

L

(
ẽ1 + idd

)
− ωẽ2 − u1 +

Em

L

)
+ sgn (ẽ2)

(
−R

L
ẽ2 + ω

(
ẽ1 + idd

)
− 1

2L

(
ẽ3 + vdo

)
pq

)
+ ẽ3

(
u2 +

3

4C
ẽ2pq −

1

RLC
(ẽ3 + vmo )

+ δ(t) + amv
m
o − bmu

m
)
+ λ−1Φ (−λẽ3vo) .

(3.40)

Substituting the robust and adaptive control (3.38) in the previous expression results in:

Ẇ = −k1
√

|ẽ1| − k2
√
|ẽ2|

+ ẽ3

(
Θvo +Q∗um − k̃3

√
|ẽ3| sgn (ẽ3)

− 1

RLC
(ẽ3 + vmo ) + δ(t) + amv

m
o − bmu

m
)

− λ−1λΦẽ3vo

≤ −k1
√
|ẽ1| − k2

√
|ẽ2| − k̃3 (|ẽ3|)

3
2 + |ẽ3||δ(t)|

+ ẽ3

(
Θvo −

1

RLC
(ẽ3 + vmo ) + amv

m
o

)
− λ−1λΦẽ3vo

(3.41)
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and from (3.37) and considering assumption 1 it follows that:

Ẇ ≤ −k1
√
|ẽ1| − k2

√
|ẽ2| −

(
k̃3 − c

)
|ẽ3|

3
2

+ ẽ3

(
Θvo − (am +Θ∗) vo + amv

m
o

)
− λ−1λΦẽ3vo

≤ −k1
√

|ẽ1| − k2
√
|ẽ2| −

(
k̃3 − c

)
|ẽ3|

3
2

+ ẽ3

(
Φvo − amẽ3

)
− Φẽ3vo

≤ −k1
√

|ẽ1| − k2
√
|ẽ2| −

(
k̃3 − c

)
|ẽ3|

3
2 − amẽ

2
3 ≤ 0,

(3.42)

which implies that the origin in (3.34) and the last equation of (3.38) is globally uniformly

stable. To conclude asymptotic stability, i.e., limt→∞ ‖e(t)‖ = 0, where e = [ẽ1, ẽ2, ẽ3]
ᵀ, no-

tice that−
∫∞
t0

Ẇdτ = V (t0)−V (∞) is bounded, and therefore 0 ≤
∫∞
t0

(√
|ẽ1|+

√
|ẽ2|+ |ẽ3|

3
2 + ẽ23

)
dτ

< ∞. Now, from the boundedness of (3.34) and the last equation of (3.38), we claim the

Barbalat’s Lemma [66] to finally prove that limt→∞ |e(t)| = 0.

Remark 4 Notice that the convergence of Θ(t) to the desired value Θ∗ depends on the

persistent excitation of um. However, for the control purposes of the problem 2 it is sufficient

to prove that limt→∞ ‖e(t)‖ = 0.

3.2.2 PWM strategy

The DC link voltage vo is controlled by control algorithms with provide the value of i
d
d, while

idq is fixed to zero in order to obtain power factor equal to one. These references are

compared with the inputs currents wich are in dq coordinates according to equation(3.18),

the controller give the values pd and pq. To distribute the control to the rectifier switches it

is necessary to have a pwm signal, the space vector technique (svpwm) is used to perform

this conversion. The complete diagram of the power generation and rectification stage is

shown in the Figure (3.2), and the adaptive robust control and pwm conversion stage are

better exemplified. The points of the svpwm technique are as follows:

• Determine pα, pβ and the angle

• Determine the time duration Tn, Tn−1 and Tz.
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4.12

Figure 3.2: Composed of the source integrated by the voltage of each phase of the gen-

erated [ea, eb, ec] and the impedance given by R and L. In addition, it is also integrated by
the rectifier circuit, composed of the 6 actuators pi and a capacitor at the output to smooth
the signal. The control is integrated by the Park‘s transformation from which we obtain id
and iq and by means of a sensor in vo, we obtain vo. The second block is the proposed

controller where the error is obtained from the desired states. From this signal, we obtain

two control outputs pd and pq, these signals must be treated to be distributed to the circuit
so first the Clark‘s transformation is performed to apply the SVPWM technique. Finally,

this pwm signal closes the loop with the circuit.

• Determine the switching time of each transistor S1 to S6.

The switching states of the rectifier are determined the space vector pulse-width modula-

tion (svpwm). Given a set of three phase switch functions, the switching functions space

vector is defined as:

p =
2

3
(pa + upb + u2pc) (3.43)

where u = ej(
2π
3
) and is known as Park’s vector. Generalizing the Park’s vector the switch

function are bipolar, then equation (3.43) can be writen in the generalized form for all

rectifier switching states as follows:

pn =


4
3
ej(n−1)(π

3
), n = 1, 2..., 6

0, n = 7, 8

(3.44)

Depending on the switching state on the circuit, the rectifier assume eight possible distinct

states p1 to p8. p1 to p6 are fixed nonzero vectors, p7 and p8 are two zero vectors. The
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Figure 3.3: Representation of Rotating Vector in Complex Plane. This method is called

hexagon because the rectifier has eight combinations of states for the activation of the

switch, 6 states are nonzero p1 to p6 while p7 and p8 are zero. Then they are passed to the
αβ frame to obtain the pwm time in each sector.

Figure 3.3 shows the obtained states, these are the possible combinations of the rectifier

switches.

Once the gate drive pulses for the switch states p1 to p6 have been determined, it is nec-

essary to obtain the pulse width or pulse duration, normally in existing work one must

first switch from a,b,c space to α − β space (pa, pb, pc to pα, pβ) [67] considering that one

works with the model and control in a,b,c space and not in another space. In this case,

the control and model were worked in the space dq for which the control outputs obtained

are pd − pq based on the work reported in [68] we switch to the space pα pβ using Clark’s

transformation as follows:

pα
pβ

 =

cos(ωt) − sin(ωt)

sin(ωt) cos(ωt)

pd

pq.

 (3.45)

Where ωt = θ and can be obtained with θ = tan−1(
pβ
pα
) and pi = [pα, pβ]

T and Ts is the sample

time. The duration Ti, Ti+1 and tz of the space vector, is calculated as:
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Table 3.1: The sequence of pwm activation in each transistor of the rectifier, by space

vector technique.

sec-

tor
upper switches lower switches

1

Sa = Tn +
Tn+1 +

Tz

2

Sb = Tn+1 +
Tz

2

Sc =
Tz

2

S̄a =
Tz

2

S̄b = Tn +
Tz

2

S̄c = Tn +
Tn+1 +

Tz

2

2

Sa = Tn +
Tz

2

Sb = Tn +
Tn+1 +

Tz

2

Sc =
Tz

2

S̄a = Tn+1 +
Tz

2

S̄b =
Tz

2

S̄c = Tn +
Tn+1 +

Tz

2

3

Sa =
Tz

2

Sb = Tn +
Tn+1 +

Tz

2

Sc = Tn+1 +
Tz

2

S̄a = Tn +
Tn+1 +

Tz

2

S̄b =
Tz

2

S̄c = Tn +
Tz

2

4

Sa =
Tz

2

Sb = Tn +
Tz

2

Sc = Tn +
Tn+1 +

Tz

2

S̄a = Tn +
Tn+1 +

Tz

2

S̄b = Tn+1 +
Tz

2

S̄c =
Tz

2

5

Sa = Tn+1 +
Tz

2

Sb =
Tz

2

Sc = Tn +
Tn+1 +

Tz

2

S̄a = Tn +
Tz

2

S̄b = Tn +
Tn+1 +

Tz

2

S̄c =
Tz

2

6

Sa = Tn +
Tn+1 +

Tz

2

Sb =
Tz

2

Sc = Tn +
Tz

2

S̄a =
Tz

2

S̄b = Tn +
Tn+1 +

Tz

2

S̄c = Tn+1 +
Tz

2

Tn = Tspi sin
(π
3
− θ

)
(3.46)

Tn+1 = Tspi sin (θ) (3.47)

Tz = Ts − Tn − Tn+1 (3.48)

Let Ts denote half the switching period, that is Ts =
1

2fs
, where fs is the rectifier switching

frecuency. Tn and Tn+1 denote the ON time of the space vector for the states n and n+1.

Where 0 ≤ pi ≤ 1 is the length of the vector pi the space vector technique selects the

vector to be used and the respective sequence and time. The Table 3.1 describes the
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turn-on and turn-off time of each transistor in the rectifier. The sequence establishes the

symmetry of the resulting gating pulses and the distribution of the current throughout the

power switches.
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CHAPTER 4

Results

4.1 Experiments and simulation results

In this section, two sets of experiments are proposed to show the performance of the

proposed control strategy. The first set of experiments deals with the comparison of the

proposed adaptive robust control designed in this paper with another two algorithms. The

first algorithm is the robust (3.27) control part (3.28) proposed in this work, while the sec-

ond controller consists of a proportional-integral (PI) whose structure is mentioned in the

work of [69]. In the experiments, the following elements were evaluated to measure the

controller performance. Convergence speed, damping smoothness, response to exter-

nal noise, response to load variation RL. The experiments were performed considering

changes in the load values RL smoothly and without abrupt changes, in this way, it was

possible to check if the control compensated for changes in the output load. A step per-

turbation was added at the output of the rectifier, this has different magnitudes in order to

check the stability of the system with the different controllers. For the robust and adap-

tive control, we also added the graphs of the controller outputs as well as the id and iq

states. The experiments are presented in the following order: robust controller, adaptive
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and robust controller (4.1), PI controller. This section of simulations was performed in

MATLAB/Simulink using the power system block toolbox.

The second simulation section is a SITL corresponding to adaptive robust control. This

simulation was performed using the PSpice/Simulink simulation environment show in Fig-

ure (4.10). The analog circuit was built in PSpice-capture software with the transistors

corresponding to the real system model, while the digital and control part of the system is

hosted in Simulink. The intention of performing this SITL is to perform preliminary tests for

the implementation of a HITL and later a real implementation. In this section, the outputs

of the states vo, id and iq are evaluated to their desired values, that the voltage es and the

current is are in phase and without distortion and finally the generation of the pwm signal

by analyzing the different stages of the controller output. For the first set of experiments,

the parameters shown in Table 4.1 were used with adjustments to the gains for the PI

control, while for the SITL the parameters shown in the table 4.2 were selected. In both

sets of experiments, the architecture shown in Figure 3.2 was followed.

Table 4.1: Parameters used in simulink simulation for three phase rectifier control

Parameter Value Parameter Value

Em 80V k2 2000

L 5mH k3 4500

vdo 48V pwm amplitude 1V

C 2500µf pwm frequency 5kHz

ω 60Hz R 0.1

am 15 bm 15

km 2000 γ 1

4.1.1 Simulation

As mentioned in previous points, the goal of this control is to ensure that vo manages to

converge to vdo , regardless of whether RL is unknown.
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Figure 4.1: Simulation of the model with the proposed controller, yellow color shows the

rectifier circuit with the electric generator. The green color shows the designed controller,

integrated by the adaptive control (yellow block) and then the process to obtain the pwm

signal with the space vector.

Robust controller [Proposition 1]

The first control strategy deals with the finite-time robust control proposed in this work. It

should be noted that this part of the control does not contemplate an unknown RL. For

this control, the states corresponding to the equations (3.17) and (3.18) are considered.

These are obtained from the fact that the currents is pass through the Park‘s transforma-

tion block represented in the equations (3.5). A simulation time of 3s is considered. The

results of the experiment are shown in Figure 4.2. There are four plots, the first one rep-

resents vo and vdo , the second one io, in these two experiments we look for the signals to

converge to the desired value in case of vo and to the calculated value in case of io the

third one shows a step perturbation added in the output system and finally, the fourth plot

shows the variation added in RL. During this test, a convergence of less than 0.25s was

obtained. In the first 0.5s, the value of RL was kept fixed at 45 Ω, and perturbations were

added to the system with magnitudes from 1 to 5V. In this first part in which the load was

not varied, the convergence of the control was smooth, peaks were obtained in vo and
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Figure 4.2: Performance of the robust control in finite time. The first graph in blue color

shows the calculated vo value; while in dotted red color the desired vdo value. The second
graph expresses the output current io which follows a tracking of vo concerning the variation
of the load RL. The convergence time is less than 0.5s. The third and fourth graphs act as

perturbations to the system; the third graph is a disturbance in rectifier output. The fourth

graphs are variations of RL around the nominal resistive load.
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io as a response to the added impulse, regarding the impulse response peaks up to 53

V in the higher magnitude impulses, in io the peaks were lower because RL value was

high. Starting at 0.6s the value of RL began to vary smoothly, starting with a charge of

50 Ω progressively decreasing and then increasing the charge value. During this time no

perturbations were added. As an observation during the increase in the value of RL the

voltage vo was not impaired, while io converged to a newly calculated value due to Ohm’s

law. After 0.6s RL was maintained at a fixed value of 10Ω in the same way perturbations

were added, starting with a magnitude of 5V and ending with 1V. In this case, the response

that vo had was equal to when it had a higher load resistance while the peaks in io were

higher, this is because the resistance decreased and follows Ohm’s law. At 1.2s a 5V step

was added and maintained its magnitude until 1.7s, at this instant of time and under the

perturbation, RL increased and decreased from 10 - 40 -10 Ω. the stability of vo and io was

not affected under these conditions and as step response only one peak was obtained

which immediately converged to its desired value. In the following seconds of the experi-

ment we continued adding perturbations and selecting RL with different values where the

stability of vo was not affected.

The second point to evaluate in this experiment were the states id and iq. In these plots it

is evaluated that the states follow the corresponding desired value, for idd the value calcu-

lated with equations (3.32) while idq = 0. The results of these plots were made in the same

experiment as the plots in Figure (4.3), whereby the changes in RL and the impulse re-

sponse are the same. The results are shown, in blue id converges to idd calculated showing

a small error; this is because the controller is not designed for variations around the RL

parameter. The same happens for iq, which converges to zero. From 0 to 0.25s the load

was kept fixed, adding perturbations for both states are peak only, in the following seconds

when the load is reduced, id increases along with its desired preserving or decreasing the

error between both, while iq takes a value close to zero, it should be noted that for this to

be fulfilled must make a range in the load that is added.

Finally Figure (4.4) shows the control outputs, the first graph corresponding to pd and pq,

where the control takes values close to zero to stabilize the system. The lower graph shows

the controls transformed into α−β, this transformation goes to sinusoidal constant values.
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Figure 4.3: The states id and iq, and their desired values. These states converge to their
desired values with small transient variations due to the variation ofRL and the perturbation

δ(t). However, the controller succeeds in rejecting these perturbations, and the states

achieve convergence. Note that iq (green color) converges to idq (dashed orange color)

with a small error precisely at the time when RL varies greatly (e.g. during t = 0.6 to

t = 2s). This occurs because the controller is not designed to cope with large variations of
the RL parameter. However, the closed-loop system maintains state convergence and a

power factor close to one, as expected.

This control although not designed for an unknown RL was able to stabilize the system

under the added conditions, on the other hand, it should be noted that in the states id and

iq the signal becomes noisier and peaks of greater magnitude to have step response.

Adaptive and robust control [Proposition 2]

The second control strategy is the proposed adaptive robust controller, the structure inte-

grating the circuit together with the control (see in Figure 3.2). We started by analyzing the

noise response of the system output along with the variation of RL, these experiments are

shown in Figure (4.5). The simulation duration was 3s in which the convergence to vdo was

less than 0.25s, during a period of 0.5s perturbations was added in which the value of RL

was not varied. During this period the control was optimal against the perturbations, hav-

ing only 50v peaks, the current io following ohm’s law reached its calculated value. From

0.6s the value of RL increased and decreased without contemplating a step as noise, both

vo and io behaved as expected, only with io converging to their new calculated desired

values. during the period of 0. 8 - 1.6s RL was held fixed while steps were added, due to

ohm’s law, the peaks in io were smaller in scale. from 1.7 to 1.9s a magnitude 5 step was

held while RL decreased and increased, obtaining good control results. Figure (4.6) now
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Figure 4.4: The controls pd (3.26), pq (3.28) and their transformation α-β (3.45). The upper
graph represents the control outputs pd in blue and pq in red. In the lower graph, Clark’s
transformation is applied from which pα in blue color and in red color pβ is represented. As
can be seen, the peaks respond to variation in the parameter RL and disturbance δ(t).

shows the id iq states, it can be noticed that the use of this controller reduced the error

between the desired values and the state, especially in id. Also the response to the step

was smaller scale peaks and shorter duration.

The behavior of the states id and iq ,the error between id and its desired value has been

reduced, the control compensates in the instants that RL varies. The step response has

also improved, the peaks generated are smaller in magnitude and the convergence time is

shorter. For iq the signal always maintains values close to zero in the range that RL works,

the convergence time as a response to the step were reduced as well as the magnitude of

the peaks as a response.

Figure (4.7) shows the control outputs pd and pq, where the control takes values close to

zero to stabilize the system. The control shows different values when some perturbation

is added. The lower graph shows the controls transformed to α − β, this transformation

goes to sinusoidal constant values. In these experiments, a better response to the system

was obtained by the controller, being the id iq states the ones that improved, because this
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Figure 4.5: The following figure represents the performance of the robust controller with

adaptive parts for parameter estimation. The first graph in blue color shows how vo be-
haves in the presence of perturbations and converges to vdo . The convergence time is less
than 0.25s. As shown in the third and fourth graphs, we add step perturbations of different

magnitude as well as changes in the value of RL. The control manages to compensate for

these changes and noise in the system, adding perturbations throughout the experiment

with a magnitude of 1V and 5V at RL = 10 - 40Ω. Even so, the control manages to effec-
tively compensate the variation of RL and external disturbances to the system improving

the results that were obtained with the robust control.
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Figure 4.6: The states (id,iq) converge to their desired values. Both signals have small

transient peaks due to the δ(t) disturbance. However, the controller manages to reject

these disturbances. id is resistant to variations of RL decreasing the error and computing

the value of idd. Note that iq (green color) converges to i
d
q (dashed orange color) with a slight

error. This controller manages to stabilize id in addition to maintaining a power factor of

one because iq is kept at zero.

controller does count an unknown RL and these states are the ones that are more affected

by the changes in RL. For all the states of the system, there was a faster convergence

speed in response to the perturbations.

Proportional - integral controller

In this section, a comparison has been made with a PI controller. In order to measure the

performance of the above controls. The structure of the controller is shown in the work

of [69]. The parameters of the Table 4.1, the following values were selected for controller

gains kp= 2000, ki =1000, and a simulation time of 3s was considered. The results of the

experiment are shown in Figure (4.8). It shows the response of vo and io to the perturbation

δ(t) and the variation around the parameter RL. It is evident that vo and io never converge,

being directly affected by the perturbations and having non-transient responses.

The results of the states (id,iq) are shown in Figure 4.9. It is evident that the control does

not converge to the desired value at id because this control is not designed to compute

the value of idd. Furthermore, it is directly affected by the δ(t) perturbation and the variation

around RL. iq manages to remain at a value close to idq = 0 but oscillating too much in

response to the δ(t) perturbation and a high RL. A second experiment was performed with

the following parameters Em = 40V, R = 0.5Ω, L= 0.01H, C= 1000mF and vdo =24V, the
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Figure 4.7: The following figure corresponds to the controller outputs and their transfor-

mation α-β. The upper graph represents the control outputs pd in blue and pq in red. In the
lower graph, Clark’s transformation is applied from pα in blue color and in red color pβ is
represented. As can be seen, both have the effect of the perturbation. Compared to the

robust control, both controllers work at very similar values.

control worked efficiently with a convergence time of 0.2s and was perturbation resistant.

Discussion of the results

According to the tests carried out, the adaptive and robust control gave the best perfor-

mance. For the iq state the robust control does not stay at zero, which is crucial to maintain

zero power factors. The adaptive robust control showed better performance at iq since it

stays at zero and is also less noisy in the presence of disturbances. In the vo state, the

robust control and the adaptive robust control show very similar performances, similar con-

vergence times but differ in the response to the perturbation because the robust control

shows a higher peak magnitude. On the other hand, the PI control shows deficiencies

since it did not manage to stabilize the voltage, being the one that showed the worst per-

formance.
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Figure 4.8: The following figure represents the performance of the proportional-integral

(PI) control. The first graph shows the state vo; it never converges to its desired value vdo
(dashed red color). The output current io is shown in the second graph. Both plots show
a non-transient response to the δ(t) perturbation and the variation of RL. The third and

fourth graphs show the disturbance at the rectifier output as well as the variation of the RL

parameter. This controller was not able to stabilize the system with the parameters used.
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Figure 4.9: The following figure shows the behavior of the states (id, iq). It is highlighted
that idd is not computed so id does not converge to the desired value. iq remains at zero,
but this is impaired when there is a very large variation around the RL load.

4.1.2 Software in the loop simulation SITL

In this section, tests are performed to measure the performance of the proposed adap-

tive nonlinear control of the converter. The experiments were performed using a Pspice-

Simulink environment. The analog and power electronics part was performed in capture-

OrCAD while the adaptive control was performed in Simulink. APT30G100 IGBT tran-

sistors of 30A and 100V, Schottky 120NQ045 rectifier diodes of 120A at 45V were used.

The parameters used for the system are listed in the Table 4.2. The adaptive control

scheme was implemented in Simulink and packages for Clark and Park’s transformation

were added, as well as pwm generation using the SVPWM technique. The pwm has a

frequency of 10kHz, the converter has a RL = 45 Ω. At its output an vdo = 45 , at the input

ia and ea a fully sinusoidal shape is sought.

Figure (4.12) shows the rectifier input current and voltage using a pwm control with a

predetermined pulse. It can be seen that ea does not maintain a nominal voltage, while ia

does not have a sinusoidal shape, between the two signals there are lapses in which there

is an offset between them, which means power losses. In vo and io it can be seen that

both signals do not regulate effectively, having high amplitude oscillations. In both figures,

the problems are because control has not yet been implemented, only a pwm signal with a

predetermined timing has been used and is not well synchronized as a function of current

frequency and amplitude.

In the following test, the same circuit is considered with the same parameters and compo-
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Figure 4.10: Simulation carried out in Simulink. In this simulation, the system or electrical

circuit was replaced by a more real one, made in PSpice. In the red block is the circuit that

includes the generator and the rectifier.

Table 4.2: Parameters used in SITL of adaptive non linear control

Parameter Value Parameter Value

Em 80V k2 300

L 5mH k3 1200

xd
3 48V am 300

C 8000µf bm 300

ω 60Hz um equa-

tion

(3.36)

R 0.1Ω γ 1

Rl 80Ω km 300

pwm amplitude 5 Diode 120NQ045

pwm frequency 10kHz IGBT APT30G100
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Figure 4.11: The upper graph shows vo using the SITL circuit while the lower graph repre-
sents io. Both plots are without the implementation of any control to regulate them.
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Figure 4.12: The input voltage ea and current ia of the circuit used in the SITL. ia has
distortion and its magnitude as with ea changes and does not remain at a fixed value, in

some instants ia is not completely in phase with ea, which affects to maintain power factors
close to one.
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Figure 4.13: The upper graph represents the behavior of vo. The blue color shows the

state vo and the red color shows the setpoint v
d
o . The system has a fast convergence time

of less than 0, 25s. The lower graph represents the behavior of the current io without
perturbation, as mentioned this is not regulated but controlled and has more noise.

nents, the pwm control is replaced by the adaptive robust control. Figure (4.14) shows the

signals (ea, ia) with the control implementation, both signals show a fully sinusoidal shape

and they are fully in phase, which means good power performance. The states (id,iq) are

shown in Figure (4.15). They still manage to converge to their desired value, unlike the

first simulation tests, which have more noise.

Now in figure (4.13) we show vo and io. In the graph, above you can see that vo has a very

fast convergence time that converges smoothly and without oscillations, the same happens

for io. For the case of io, because it does not have any perturbation always maintains the

same current, this is too noisy and oscillates from 1 to -2 A. In the Figure (4.16) the control

signals are shown, both graphs show the expected behaviors, and likewise, the values in

what is working is from 1 to 0. For pα and pβ it has the expected oscillations due to the

Clark´s transformation. In Figure (4.17) and (4.18), the pwm signal to be distributed to

each actuator can be better visualized. Each line has two actuators that do not remain

open at the same time so six pwm signals are being one the negation of its pair having si

and its negation s̄i.
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Figure 4.14: The following figure represents ea and ia of the SITL and with the application
of the adaptive control, in red color, ia is shown which no longer contains distortions. In

blue color ea shows that ea maintains a fixed voltage. Both signals are in phase, indicating
a power factor equal to 1 or very close to 1.
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Figure 4.15: The states id and iq were able to stabilize at the desired values, while id
converges to idd with a slight error. For iq the same thing happens, it maintains its stability
and converges to zero.
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Figure 4.16: The upper graph represents the pdq control while the lower graph in its pα - pβ
form by means of the clark transform. Black pα and red pβ.
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Figure 4.17: Pulse width modulation generated with the SVPWM technique. Si and S̄i

cannot be open at the same time, which is why S̄i is the negation of the Si signal.
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Figure 4.18: Pulse width modulation generated with the SVPWM technique. Si and S̄i

cannot be open at the same time, which is why S̄i is the negation of the Si signal.

Discussion of SITL results

The simulation showed that it is necessary to implement control or to have a synchronized

pwm signal for the three-phase rectifier to work properly. In the graphs corresponding to

the PSpice environment, it is evident that it requires some calibration or adjustment in the

pwm triggering. The graphs corresponding to the adaptive robust control showed a better

performance in the states, there were improvements in the output voltage vo having a non-

noisy signal and converging to the desired value. In addition, at the input of the rectifier

both current and voltage are in phase with a totally sinusoidal shape.

4.2 Advances in platform

This section presents the progress made in the construction of the platform. It begins with

the construction of the generator, which integrates the combustion engine and the brush-

less motor. The points that were considered for its construction, especially for a quad-rotor,

are discussed, followed by the CAD design of the platform and finally with its construction.

Afterward, the design of the power electronics is approached, in this case, we started with

an uncontrolled three-phase rectifier, its simulation and real experiments are presented.
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Figure 4.19: Current characterization obtained from the flight of a quadrotor in different

flight modes.

Generator. Design and construction

Characterization of a quadrotor for the design of the generator it is essential to know the

power that it will have to be able to supply, the graphs that represent the dynamics of the

current and the voltage of a quadrotor are obtained, this is integrated by 4 motors of 420

KV and uses a lithium-polymer battery of 24 V of 10000 mA of discharge. The Figure (4.19)

shows the dynamics of the current where the Y axis represents the amperage and the X

axis the time, it can be shown that it has an average amperage of 40 A, but it usually has

peaks of up to 50-60 A, these peaks depend on weather conditions, flight modes and the

pilot’s skill to handle the vehicle. The Figure (4.20) represents the voltage dynamics, this

voltage is the one that counts each cell of the battery (4.5V), from it we can obtain that

this vehicle under this condition has a flight duration of 14 minutes, a battery having a cell

with a voltage lower than 3.8 can be risky since its life cycle is damaged or catch fire. For

the design of the generator of this vehicle an amperage was taken considering a margin

of the peak (70 A) and the 24 V that the vehicle requires. Multiplying the amperage and

the voltage it is obtained that the generator must supply at least 1.6 kW, if an amperage

of 60 A of 1.5 kW is considered.

The generator design was contemplated for a 1.6 kW quadrotor, the brushless motor, as

well as the internal combustion engine, were selected to be able to produce the required

power. The power electronics, on the other hand, were designed to support the generated

power as well as to minimize power loss as much as possible.

Figure (4.22) shows the CAD design of the first proposed prototype, which is composed

of three subsystems: electromechanical, electronic, and control. The electromechanical

56



Figure 4.20: Characterization of the voltage and discharge of a 5-cell LiPo battery of a

quadrotor in different flight modes. The graph shows the voltage of one cell of the battery

and the time it took to discharge, which was 15 minutes.

system is composed of a 2HP traxxas motor giving the best performance at 3000 - 4000

RPM. On the other hand, the brushless motor used is a U8 of the brand U8 lite of 100

KV, in the Figure (4.21) the performance of this motor is shown. It can be seen that the

point where it has the best performance is at 2000 rpm, but with a power capacity of 150

W at 3500 rpm it has a performance of 76% but with a capacity to produce 1350W. The

other sub-system is the three-phase controlled rectifier, which was designed to withstand

the power input to the rectifier. In this case, the IGBT transistors with Schottky diodes

AFGHL75T65SQDC were used and a 2200 and 2500 uF capacitor was used to filter the

output.

In this first design a 1:3 reduction had been added (see in Figure 4.23) because a combus-

tion engine with a higher number of revolutions had been selected, so to be able to couple

to the electric motor, the speed had to be reduced and the torque increased, with the com-

ponents mentioned above this design was omitted and a direct coupling was chosen.

Finally in the Figure (4.24) shows the mini-generator construction, this is already integrated

with a dc motor to start the combustion engine, a filter was added in the carburetor to

filter dust particles and do not mix with the fuel that cause the ducts are clogged, Also a

servomotor was added to control the fuel opening, this is essential to control the revolutions

of the combustion engine, now considering that this generator will be varying its altitude

this directly affects the stoichiometric mixture, which makes it have more or less RPM. In

this design, both engines were directly coupled. In orange color is the three-phase rectifier,

as can be seen, this is somewhat spacious, due to the addition of disciples in the IGBT
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Figure 4.21: Efficiency, power, current and RPM graph of the T-motor U8 brushless motor.

These graphs are provided by the manufacturer.

and decrease power losses.

4.2.1 Experiments in platform

Non controlled rectifier

Specific tests were performed in the rectification stage. A total of three rectifiers were built,

the first was an uncontrolled three-phase rectifier, the second was a controlled three-phase

rectifier for low power, and the third was the rectifier circuit to be used by the generator.

The first circuits are currently being tested. For this purpose, a test bench was built consist-

ing of two coupled brush motors, which simulate the three-phase generator. It should be

noted that this test rig is for no-load systems only. Figure (4.25a) shows the designed test

bench, in which a non controlled rectifier was tested. This is composed of a 780KV brush-

less motor that transmits mechanical energy, because the higher the KV, the higher the

number of revolutions it delivers. The next motor was a 450 KV brushless motor consid-

ering that the lower the KV, the more torque the motor delivers. An open-loop control was
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Figure 4.22: CAD design of the proposed platform is integrated for two-stroke servo-

controlled combustion engine which will be in charge of producing the mechanical energy.

Brushless motor of 100 kV, in charge of converting mechanical energy into electrical en-

ergy. Controlled three-phase rectifier, in charge of rectifying, regulating, and filtering the

voltage and maintaining power factors close to 1.

Figure 4.23: First CAD design, the first design had considered a 1:3 reduction due to a

brushlessmotor with lower RPM. This design was considered due to the constant problems

that a geared mechanism could cause.

59



Figure 4.24: Construction of the prototype of the electric mini-generator, in this one we

selected the Traxxas brushlessmotor of 2Hp of 2 times, brushlessmotor U8 T-motor of 100

KV, three-phase rectifier with IGBT transistors with Schottky diode AFGHL75T65SQDC,

capacitor of 2200-2500 uf .

60



implemented to control the revolutions of the brushless motor transmitting the mechanical

energy.

(a) Test bench to test the rectifier stage. In

this test bench we used two brushless mo-

tors with the capacity to produce the neces-

sary voltage for a quadrotor, this test bench

is to test the rectifiers without ”load” for the

tests with load will be performed with the

combustion engine.

(b) Graph of the experiment show the three

phases and in green color the rectified sig-

nal, in this test the performance of the recti-

fier and the voltage produced by the brush-

less motor were evaluated.

Figure 4.25: An uncontrolled three-phase rectifier was tested on a test bench in order to

measure its performance.

The circuit was composed of a driver to control the speed of the motor as well as a radio

receiver to operate through radio to control the revolutions of the motor. The speed was

increased progressively in order not to damage both motors. The voltage limit is delivered

by the generator. The generator supplied a voltage in the range of 5-8 V, due to the

rectification stage the voltage obtained was from 8.5 to 13.2V. Since it was not tested with

any load, the effect that the load has on the acquired signal is not shown. In the Figure

(4.25b) is displayed both the rectifier input voltage that corresponds to each phase of the

generator. Although no load was added, each phase does not have a sinusoidal shape and

has some distortions, as mentioned above this is since uncontrolled rectifiers are harmonic

generators. On the other hand, the acquired output signal does not show any distortion, a

series of capacitors totaling 3300uf was used.
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Controlled rectifier

Figure (4.26a) shows the controlled rectifier designed in PSpice, then printed and assem-

bled as shown in Figure (4.24). It began with familiarizing in the implementation of control

algorithms of physical form, began with the sinusoidal pwm, which consists of adding a

triangular signal and a sinusoidal, in the Figure (4.26b) shows an analog circuit composed

of operational amplifiers, one is responsible for generating the triangular signal, while the

others compare the sinusoidal signal (can be voltage or current) with the triangular, the

Figure (4.26) shows the results given by the technique.

Finally, a test was performed with a digital SPWM. The algorithm was loaded into the

Arduino MEGA board by first loading it into the proteus software to avoid damage to the

equipment or circuitry. The purpose of this test was to generate a PWM signal and become

familiar with these algorithms. Figure (4.27a) shows the circuit used in proteus as well as

the board used. The results are shown in the Figure (4.27b) in which the output voltage

given by the circuit is displayed in green. The signal is noisy and does not remain constant.

The script was then loaded onto a physical card. Figure (4.28) shows the capture of the

signal obtained from the oscilloscope, where the signal is different from the simulation in

this case is noisier and there are times when the signal is not completely square. Finally,

although it was not performed in this work, this algorithm will be tested in the following

designed boards(see in Figure 4.28a).
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(a) Controlled rectifier schematic using Orcad/PSpice simulation soft-

ware.

(b) Analog circuit for pwm generation by means of the sinusoidal pwm

SPWM technique. This circuit was made for the rectifier circuit to

work in Pspice, later it was replaced by the adaptive robust control

with SVPWM.

(c) Simulation results using an analog spwm

Figure 4.26: A simulation of a controlled three-phase rectifier was made in pspice, this

simulation was then treated to print the circuit and assembled.
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(a) Simulation in proteus of an arduino Mega with

script to generate a pwm signal by the spwm tech-

nique.

(b) Rectifier results with implemented pwm.

Figure 4.27: Simulation performed in proteus, whose objective was to test a pwm gener-

ation script using the spwm technique.

(a) Controlled three-phase rectifiers designed for

different tests.

(b) pwm signal acquired from the imple-

mented script.

Figure 4.28: A physical test was carried out to visualize the pwm obtained with the spwm

algorithm, and then tests will be carried out with the circuits.
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CHAPTER 5

Conclusion

The main part of this work was to model a controlled three-phase rectifier and to propose

a control algorithm for voltage and current regulation, as well as to maintain power fac-

tors close to one. According to the results obtained in the experimental part, the designed

control fulfilled the tasks of voltage regulation, in addition to control the states id active

current iq, because iq converged to zero, it kept values close to 1 in power factor. Now as

shown in the SITL simulation in the phase diagram between current and voltage the two

remained in phase, indicating that they have power factors close to one. The other point of

this work and not less important was the construction of a first prototype of a three-phase

mini-generator, according to the results this was designed considering the demand of volt-

age and current of a quadrotor, the components that integrate it were selected especially

to the requirements of the system to which they will be annexed. Previous tests in the

design of three-phase rectifiers were carried out, an uncontrolled and a controlled rectifier

were designed, for the moment only tests were carried out with the uncontrolled rectifier.
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5.1 Recommendations

For future work, the control algorithm will be implemented on a controller board and hard-

ware in the loop simulation will be performed. Subsequently, real-world testing of the con-

troller with the three-phase rectifier will be performed. The electronics will be implemented

in the generator. Speed control for the internal combustion engine will be proposed and

then testing will be performed. In this work, there was a strong focus on theoretical devel-

opment, which developed a robust adaptive control. Since there is a few states of the art of

adaptive controllers applied to controlled rectifiers and even less implemented physically,

there is a scientific contribution to pursue a Ph.D.
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